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FOREWORD

This publication is an updating and expansion of *Highway Research Board Special Report 79, "An Introduction to Traffic Flow Theory,"* published in 1964. This updating was undertaken on recommendation of the Highway Research Board® Committee on Theory of Traffic Flow in 1969 after the original printing of Special Report 79 had been exhausted. The Federal Highway Administration (FHWA) funded the project and in June 1970 awarded to the University of Minnesota a contract to write this publication. The project was carried out under supervision of an Advisory Committee that included the following prominent individuals:
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K. B. Johns, TRB Liaison Representative

In addition, Sidney Weiner, of FHWA, served as committee secretary until the final stages of the project and Barry Benioff, of FHWA, assumed responsibility as committee secretary in mid-1973.

Our appreciation is extended to the authors of this report, Drs. Daniel L. Gerlough and Matthew J. Huber, of the University of Minnesota, for their commendable efforts in writing this monograph and for their cooperative attitude throughout the project. We would also like to acknowledge the time spent by the members of the Advisory Committee in providing guidance and direction on the form of the final monograph and for their extensive reviews of the early versions of the report. Additional acknowledgment is made for the guidance and counsel received from K. B. Johns, Engineer of Traffic and Operations, Transportation Research Board.

It is sincerely hoped that the present publication meets its objective of synthesizing and reporting, in a single document, the present state of knowledge in traffic flow theory.

Advisory Committee Co-Chairmen:

William W. Wolman, Chief  
Traffic Systems Division  
Office of Research  
Federal Highway Administration

Donald G. Capelle  
Vice President for Research  
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*On March 9, 1974, the Highway Research Board became the Transportation Research Board to reflect the actual scope of its activities.*
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## DEFINITIONS AND NOTATIONS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Acceleration</td>
<td>The time rate of change of speed, $d^2x/dt^2$.</td>
</tr>
<tr>
<td>$a_n$</td>
<td>The acceleration of the $n$th vehicle.</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>Wave speed</td>
<td>The speed at which a wave of differing concentrations is propagated in the traffic stream. See also $u_w$.</td>
</tr>
<tr>
<td>$D$</td>
<td>Density</td>
<td>See &quot;concentration&quot; ($k$).</td>
</tr>
<tr>
<td>$h$</td>
<td>Time headway</td>
<td>The time interval between passages of consecutive vehicles moving in the same lane (measured between corresponding points on the vehicles).</td>
</tr>
<tr>
<td>$h_n$</td>
<td>Headway between the $(n-1)$st vehicle and the $n$th vehicle.</td>
<td></td>
</tr>
<tr>
<td>$H_n$</td>
<td>Total headway time</td>
<td>The time interval between passages of the first and the $n$th vehicle moving in the same lane.</td>
</tr>
<tr>
<td>$k$</td>
<td>Concentration</td>
<td>The number of vehicles occupying a unit length of a lane at a given instant; often referred to as &quot;density&quot; when expressed in vehicles per mile.</td>
</tr>
<tr>
<td>$k_j$</td>
<td>Jam concentration</td>
<td>The maximum concentration of vehicles when jammed at a stop.</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Optimum concentration</td>
<td>The concentration when flow is at a maximum rate.</td>
</tr>
<tr>
<td>$L$</td>
<td>Car length</td>
<td>The length of a vehicle.</td>
</tr>
<tr>
<td>$n$</td>
<td>The vehicle number.</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of vehicles.</td>
<td></td>
</tr>
<tr>
<td>$p(x), P(x)$</td>
<td>Probability</td>
<td>The likelihood of occurrence of an event.</td>
</tr>
<tr>
<td>$q$</td>
<td>Flow</td>
<td>The number of vehicles passing a point during a specified period of time; often referred to as &quot;volume&quot; when expressed in vehicles per hour measured over an hour.</td>
</tr>
<tr>
<td>$q_m$</td>
<td>Maximum flow</td>
<td>The rate of change of count.</td>
</tr>
<tr>
<td>$r$</td>
<td>Correlation coefficient</td>
<td>The maximum attainable flow.</td>
</tr>
<tr>
<td>$s$</td>
<td>Spacing</td>
<td>A statistical measure of the association between data and a regression line.</td>
</tr>
<tr>
<td>$s_n$</td>
<td>Spacing</td>
<td>The distance between consecutive vehicles moving in the same lane (measured between corresponding points on the vehicles).</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>The spacing between the $(n-1)$st vehicle and the $n$th vehicle.</td>
</tr>
<tr>
<td>$T$</td>
<td>Time</td>
<td>An interval or index of time.</td>
</tr>
<tr>
<td>$u$</td>
<td>Speed</td>
<td>Total time.</td>
</tr>
<tr>
<td>$u_f$</td>
<td>Free-flow speed</td>
<td>The time rate of change of distance, $dx/dt$.</td>
</tr>
<tr>
<td>$u_o$</td>
<td>Optimum speed</td>
<td>The speed when traffic is flowing freely on the facility.</td>
</tr>
<tr>
<td>$u_n$</td>
<td>Space mean speed</td>
<td>The speed when flow is at a maximum rate.</td>
</tr>
<tr>
<td>$u_a$</td>
<td>The arithmetic mean of the speeds of the vehicles occupying a given length of lane at a given instant.</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>------------</td>
</tr>
<tr>
<td>$\bar{u}_t$</td>
<td>Time mean speed</td>
<td>The arithmetic mean of the speeds of vehicles passing a point during a given interval of time.</td>
</tr>
<tr>
<td>$u_w$</td>
<td>Wave speed</td>
<td>The speed at which a wave of differing concentrations is propagated in the traffic stream. See also $c$.</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume</td>
<td>See &quot;flow&quot; ($q$).</td>
</tr>
<tr>
<td>$x, y, z, X, Y, Z$</td>
<td>Position</td>
<td>An index of position; coordinates.</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Increment</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>Normalized concentration</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation</td>
<td></td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>First derivative (speed)</td>
<td>The ratio $k/k_j$.</td>
</tr>
<tr>
<td>$\ddot{x}$</td>
<td>Second derivative (acceleration)</td>
<td>A statistical measure of the dispersion of data from the mean.</td>
</tr>
<tr>
<td>$\text{Var}(\cdot)$</td>
<td>Dynamics</td>
<td>The differentiation of $x$ with respect to some independent variable; i.e., $\frac{dx}{dt}$.</td>
</tr>
<tr>
<td>$\mathbb{E}(\cdot)$</td>
<td>Kinematics</td>
<td>The second differentiation of $x$ with respect to some independent variable; i.e., $\frac{d^2x}{dt^2}$.</td>
</tr>
<tr>
<td>$\exp(x-y)$</td>
<td>Kinetics</td>
<td>Statistical variance.</td>
</tr>
<tr>
<td>$p((x</td>
<td>a, b)$</td>
<td>Phenomenological</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$e^{x-y}$.</td>
</tr>
<tr>
<td></td>
<td>Statics</td>
<td>Probability of $x$ given conditions $a$ and $b$.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Action of force on bodies in motion or at rest (includes kinetics, kinematics and statics).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Motion in abstract without reference to force or mass.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Motion of masses in relation to forces acting on them.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Describing a phenomenon without explaining it.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment of bodies, masses or forces at rest (or in equilibrium).</td>
</tr>
</tbody>
</table>
Chapter 1
INTRODUCTION

1.1 BACKGROUND

With about 110 million registered vehicles in the United States and this number expected to increase, street and highway traffic will continue to be an important social and economic problem. Accident rates continue at high levels. Although there is a growing interest in public transit systems, the automobile may be expected to continue as the dominant form of urban transportation for many years to come. One reason is that "intersuburban travel is becoming a steadily larger proportion of all metropolitan travel because greater numbers of people live in one suburb and work in another." 1

It is thus important to be able to design and operate streets and highways with the greatest possible efficiency. Traffic flow theory is one tool to aid in attaining this end. It serves the dual purposes of aiding the understanding of traffic behavior and predicting future performance.

1.2 HISTORY

One may take as a working definition of traffic flow theory, "The description of traffic behavior by application of the laws of physics and mathematics." At present, as indicated by the definition, there is no unified theory of traffic flow; rather there are several theoretical approaches to describe the phenomena. It is hoped that as our knowledge of traffic theory increases, such a unified theory will be developed.

Traffic flow theory had its beginnings in the 1930s with applications of probability theory and the first models relating volume and speed. During the 1940s there were few theoretical developments, presumably because of the interruption caused by World War II. The early 1950s saw theoretical developments based on a variety of approaches, principally car-following, traffic wave theory (hydrodynamic analogy), and queuing theory. Investigators came from a variety of disciplines, including theoretical physics, applied mathematics, control theory, psychology, economics, and, of course, engineering. Although many of these investigators were on the staffs of universities, others came from a variety of research institutes, as well as various levels of government.

By 1959 traffic flow theory had developed to the point where it appeared desirable to hold an international conference. Accordingly, at the invitation of General Motors Research Laboratories a symposium was held in Detroit, Michigan, December 7-8, 1959. More than 100 persons gathered for the presentation of 15 technical papers and many lively discussions. It was generally agreed that the benefits of this symposium were substantial and that additional symposia should be convened in the future. As of this writing there have been six symposia, as summarized in Table 1.1.

During the Detroit meeting some of the discussions disclosed the fact that the papers on traffic flow theory were being published in various journals, many of which were not readily available to the traffic engineer. As a result, it was recommended that a publication be prepared to bring together papers summarizing the (then) state of the theory of traffic flow. It was suggested that the Highway Research Board might undertake such a publication. The Highway Research Board (of the Division of Engineering and Industrial Research of the National Academy of Sciences) together with the NAS Division of Mathematics appointed a joint committee to assemble such a publication. The Highway Research Board Special Report 79 An Introduction to Traffic Flow Theory was issued in 1964. 2

In the intervening years several books have been published on various aspects of traffic flow theory (Table 1.2), and several journals have been started to carry papers on traffic flow theory and related topics (Table 1.3). The U.S. Bureau of Public Roads (now the Federal Highway Administration) has in the past years commissioned several publications reviewing work in traffic flow theory. The principal items are listed in Table 1.4.
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1.3 BACKGROUND OF CURRENT MONOGRAPH

By fall 1968 the original printing of Special Report 79 was exhausted. At its meeting in January 1969, the Highway Research Board Committee on Theory of Traffic Flow discussed what action should be taken. Although taking into account the books that had been published, the Committee deemed it worthwhile to have An Introduction to Traffic Flow Theory up-

<table>
<thead>
<tr>
<th>TABLE 1.1 International Symposia on Theory of Traffic Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symposium</td>
</tr>
<tr>
<td>Fourth International Symposium on the Theory of Road Traffic Flow, Karlsruhe, Germany, June 18-20, 1968</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 1.2 Books on Traffic Flow Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author</td>
</tr>
<tr>
<td>John Wiley &amp; Sons (New York)</td>
</tr>
<tr>
<td>Wilhelm Leutzbach</td>
</tr>
</tbody>
</table>
TABLE 1.3 Journals on Traffic Flow Theory *

<table>
<thead>
<tr>
<th>Journal</th>
<th>Publisher</th>
<th>Year First Published</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transportation Science</td>
<td>Transportation Science Section, Operations Research Society of America, 428 East Preston Street, Baltimore, Maryland 21202</td>
<td>1967</td>
</tr>
<tr>
<td>Transportation</td>
<td>Elsevier Publishing Co., Journal Division, P.O. Box 211, Amsterdam, The Netherlands</td>
<td>1972</td>
</tr>
</tbody>
</table>

* Abstracts of articles in a variety of journals may be found in International Abstracts in Operations Research, published by the International Society of Operational Research Societies. Available from Operations Research Society of America, 428 East Preston Street, Baltimore, Maryland 21202.

1.4 CONTENT OF MONOGRAPH

Although it follows the general content of HRB Special Report 79, this monograph is somewhat expanded and updated. It was agreed at the outset that models pertaining strictly to transportation planning would be excluded inasmuch as they could by themselves fill a comprehensive treatise. Although it is primarily addressed to graduate students in traffic engineering, it is hoped that this monograph will serve as a reference for anyone wishing an introduction to traffic flow theory. It is assumed that the reader has a background in the fundamentals of statistics.

Models of traffic flow may be classified either according to the theoretical approach used or according to the characteristics or phenomenon they describe. This monograph mainly follows the former practice.

Notation and definitions used are found on special pages in the front of the monograph.

The following paragraphs describe the contents of the individual chapters.

Chapter 2: Measurement of Flow, Speed, and Concentration

Before one attempts to model the fundamental traffic characteristics of flow, speed, and concentration, it is important to have unam-
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ambiguous definitions of these characteristics in relationship to the methods of measurement, as well as the appropriate methods of computing averages, etc. Historically, the definitions of traffic characteristics were related to the methods of measurement. Unfortunately, methods of averaging often used were influenced by a lack of clear understanding of the processes involved.

The earliest students of traffic behavior had as the only instruments available to them stopwatches and manual counters. Thus flows past a point and headways were the important measurements. These were supplemented by measurements of speed by means of timing each car’s transit across a “trap.” As other methods of measurement have been developed, it has become evident that the numerical results depend on the method of measurement.

In Chapter 2 various methods of measurement currently available to the traffic engineer are considered, and the definitions of characteristics are related to these methods of measurement; methods of averaging are also considered.

Chapter 3: Statistical Distributions of Traffic Characteristics

In designing new traffic facilities or new control plans, it is necessary to predict the performance of traffic with respect to some particular characteristic (e.g., the frequency of headways of a particular size, the number of cars likely to arrive in an interval, and speeds exceeding a certain value). It is often desirable to be able to make a prediction with a minimum amount of data available or assumed. For instance, it may be necessary in designing a pedestrian control system to predict the frequency of headways of greater than 10 sec; in designing a left-turn pocket it may be necessary to predict how many times per hour the number of cars arriving during one signal cycle will exceed four. Statistical distribution models enable the traffic engineer to make these predictions with a minimal amount of information.

Statistical distributions are useful in describing a wide variety of phenomena where there is a high element of randomness. In traffic the most important distributions are counting distributions—those useful in describing the occurrence of things that can be counted—and interval distributions—those useful in describing the occurrence of the (time) intervals between events. Distributions are also used, however, in describing such phenomena as speeds and gap acceptance. The uses of distributions in traffic are treated in Chapter 3.

Chapter 4: Traffic Stream Models

It requires little more than casual observation to detect that as traffic flow or concentration increases, there is a decrease in speed. In fact it is often possible to estimate one unknown flow characteristic from another that is known or easily measured. For example, the ratio of flow to capacity may be estimated using observed values of speed or concentration. In Chapter 4 models that relate pairs of the basic traffic flow characteristics (e.g., speed/flow, speed/concentration, and flow/concentration) are examined, as are models that consider travel time as one of the variables.

Chapter 5: Driver Information Processing Characteristics

In attempting to devise models to represent traffic behavior we are, of course, indirectly dealing with human behavior. Several traffic flow models to be discussed in later chapters contain parameters that are used to account for various characteristics of the driver in the driver–vehicle system. Some models deal with traffic as a deterministic phenomenon, even though the driver portion of the system, at least, is highly stochastic.

The whole field of human factors in traffic could, of course, be the subject of a very lengthy treatise. Nevertheless, it is hoped that Chapter 5 will provide some insight into the way drivers use the information they receive and that this knowledge can then be of use in various traffic flow models. Although a driver is continuously making decisions, his control actions are limited to control of heading (steering) and control of acceleration.

Chapter 6: Car Following and Acceleration Noise

From the drivers’ action interpretations of information received, given that actions are limited to control of acceleration (braking and acceleration) and heading (steering), we now
consider the dynamics of a stream of traffic. These dynamics result when a series of drivers attempt to regulate their acceleration to accomplish a smooth, safe trip.

In car-following analysis traffic is recognized as being made up of discrete particles, whose interaction is examined. The techniques of analysis are those of automatic control systems. A principal effort of such studies has been to try to understand the behavior of a single-lane traffic stream by examining the manner in which individual vehicles follow one another. Studies of this nature have been used to improve flow through tunnels, explain the behavior of traffic at bottlenecks, and examine control and communication techniques that will minimize the occurrence of rear-end chain collisions in dense traffic.

Acceleration noise is developed as a measure of the quality of traffic flow.

Chapter 7: Hydrodynamic and Kinematic Models of Traffic

Because traffic involves flows, concentrations, speeds, etc., there is a natural tendency to attempt to describe traffic in terms of fluid behavior. Although traffic was examined as the interaction between particles in Chapter 6, in Chapter 7 we apply to traffic those models that have been developed for fluids (i.e., continuum models); by this we are implicitly saying that we are more concerned with the overall statistical behavior of the traffic stream than with the interactions between particles. Because the sample size for traffic includes only a few particles relative to a true fluid, fluid models of traffic are applicable to the behavior of a stream rather than individual cars.

Despite some writers' postulated analogy between traffic and a real fluid, it is preferable to begin with fundamental observations and postulates concerning traffic and, then, to identify analogies with fluids as these analogies appear. Thus, we start by developing the continuity equation for traffic, illustrating its analogy to the continuity equation for fluids. Next to be developed is the concept of waves in traffic, and examples of this application to practical problems are given. Such studies have been used to improve flow through tunnels and to explain behavior of traffic at bottlenecks. Thereafter the model of choice points toward a unification of the continuum and car-following theories. Finally, a Boltzmann-like theory of traffic is discussed in brief.

Chapter 8: Queueing Models

A desirable goal for transportation engineers is to design and operate facilities that minimize delay to the users. Delay resulting from congestion is a common phenomenon: Vehicles wait in line for an opportunity to enter a freeway with controlled access ramps; pedestrians queue up on a crosswalk in anticipation of a gap in road traffic or at a turnstile in a transit station; left-turn slots must be sufficiently long to store the maximum number of vehicles that can be expected to wait for a left-turn signal.

Interest may rest in the length of time a user must wait, or the number of units waiting in line, or the proportion of time that a facility might be inactive (an empty parking stall, for instance). Queueing models, which employ methods of probability and statistics, provide a means for predicting some of these delay characteristics.

The purpose of this chapter is to present some of the results of studies of probability models of traffic delay. After an introduction to some elements of queueing or waiting-line theory, examples concerned with delay problems that occur when all users pass through a single-channel control point, such as a left-turn slot or a single exit lane for a garage, are given. Next, the analysis is extended to consider several channels of service; for example, several parallel toll booths or the different stalls of a parking facility. Also considered is the case of a user who doesn't get served; for example, the person seeking a parking space who continues to another destination when none is found.

An analysis of delays at intersections is considered next, beginning with an analysis of unsignalized intersections. Queueing models for more complex intersection control, such as pedestrian control or traffic-signal control, are also considered in this section. Finally, queueing theory is applied to delay on two-lane roads.

Except for the detailed development of the formulas given in section 8.2, this chapter avoids detailed mathematical development, but does present the theorists' assumptions and some results of interest.
Chapter 9: Simulation of Traffic Flow

When traffic situations are so complex that they cannot be predicted by a model of one of the types discussed in earlier chapters, computer simulation often serves as a useful predictive tool. The Federal Highway Administration has supported various generations of programs to simulate a network of signalized intersections, the latest of which is known as UTCS-1. Several freeway simulation models have also been developed. Although some traffic simulations have made use of analog or hybrid computers, the emphasis in Chapter 9 is on simulation by digital computers.

1.5 REFERENCES

Chapter 2

MEASUREMENT OF FLOW, SPEED, AND CONCENTRATION

2.1 INTRODUCTION

The three most important characteristics of traffic are flow, speed, and concentration. Before attempting to model these characteristics, it is essential to define them unambiguously. As will be seen later, the definitions are related to the methods of measurement, as well as to the methods of averaging the measurements.

The only instruments available to earliest students of traffic behavior were stopwatches and manual counters. Thus flows past a point and headways were the important measurements. These were supplemented by measurements of speed by means of timing each car's transit across a "trap." As other methods of measurement have been developed, it has become evident that the numerical results depend on the method of measurement.

Here, various methods of measurement currently available to the traffic engineer are considered, and the definitions of characteristics are related to these methods of measurement. Specifically, the methods of measurement discussed include measurements at a point, along a length (by photography), and by a moving observer. Methods of averaging are also considered. The definitions are mainly those resulting from the works of Wardrop, Lighthill and Whitham, and Edie. Definitions in terms of stochastic processes have been given by Mori et al., Breiman, and Foster.

2.2 MEASUREMENTS AT A POINT

Because of the instruments used by early investigators, it was natural for quantities measured at a point to be adopted as important measures of traffic performance. Even today many operational decisions are based on "point" measurements. To obtain useful data at a point, it is necessary to cover extensive time periods. Thus all characteristics are expressed as averages. Figure 2.1 shows a series of vehicle trajectories; i.e., space–time plots of the paths of vehicles while in a specific space–time domain. Consider line AA'; an observer standing at point A along the roadway (or sampling traffic with a pneumatic-tube counter at point A) will obtain a count of the trajectories of vehicles that pass point A during time T. When only counts are being made, it is customary to record the counts for relatively short intervals even though the total counting period may be relatively long. It is possible, however, to make additional measurements such as the (time) headways between vehicles, or vehicle speeds (by a short trap or by radar).

2.2.1 Flow

Traditionally, the traffic engineer has used volume or flow as one of the primary measures of traffic condition or state. This has been because flow is the easiest of all characteristics to obtain. Consider the situation portrayed in Figure 2.1. Then if N cars cross line AA' in a time T, the flow is computed as

\[ q = N/T \]  

(2.1)

In usual traffic engineering practice it is customary to start the timing of counting intervals at random with respect to traffic; e.g., at the start of an hour or the start of a 15-min period. The timer is then allowed to run continuously, recording counts as the hand sweeps past each timing point (e.g., each 20 sec).†

For a more general understanding of this phenomenon, consider that each vehicle has associated with it a headway, \( h_i \), that is measured between the times of arrival of corresponding parts (e.g., front bumpers) of successive vehicles. From this the following relationship can be derived:

* For the distinction between volume and flow see "Definitions and Notations."
† An alternative method is discussed in Chapter 3.
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\[ q = \frac{N}{T} = \frac{N}{\sum_{i=1}^{N} h_i} = \frac{1}{\frac{1}{N} \sum h_i} = \frac{1}{h} \] (2.2)

where \( N \) = the number of headways measured and \( h \) = the mean headway. For some studies, it may be useful to think of an instantaneous flow associated with each vehicle. Thus,

\[ q_i = 1/h_i \] (2.3)

When using Eq. 2.3, care must be exercised in computing an average flow. Eq. 2.2 shows that

\[ q = \frac{1}{h} = \frac{1}{\frac{1}{N} \sum h_i} = \frac{1}{\frac{1}{N} \sum q_i} \] (2.4)

Thus the average flow, when computed from individual flows associated with each vehicle, is the harmonic mean of the individual flows.

2.2.2 Speed

The average speed is an important measure of the traffic performance at a particular point or along a particular route; in addition, it is one of the fundamental characteristics of traffic flow. There are two principal average speeds, the time mean speed and the space mean speed.\(^1\) Unfortunately, in early traffic literature there was confusion as to the use of these two averages. (As an example of the confusion, the reader is invited to compare the discussions in various editions of the Traffic Engineering Handbook.)\(^6\)-\(^10\)

2.2.2.1 Time Mean Speed (Spot Speed). In the past, it has been common practice among traffic engineers to report the "spot speed" for a given location. This is computed as the arithmetic mean of the observed speeds:

\[ \bar{u}_t = \bar{u}_{\text{spot}} = \frac{1}{N} \sum_{i=1}^{N} u_i \] (2.5)

In theoretical discussions of traffic flow this value is referred to as the "time mean speed." \(^{11}\)

2.2.2.2 Space Mean Speed (Harmonic Mean Speed). Consider the situation where three cars, one at 20 mph, one at 40 mph, and one at 60 mph, are traversing a length \( D \). At a point along \( D \) the spot speed would be reported as \((20 + 40 + 60)/3 \) or 40 mph. Suppose, however, that we are interested in average speed as calculated from average travel time.

Average travel time would be

\[ \bar{t} = \frac{1}{3} \left[ \frac{D}{20} + \frac{D}{40} + \frac{D}{60} \right] = \frac{1}{N} \sum_{i=1}^{N} \frac{D}{u_i} \]

The average speed representing this travel time would be

\[ \bar{u}_s = \frac{\bar{t}}{\frac{1}{N} \sum \frac{1}{u_i}} = \frac{1}{\frac{1}{N} \sum \frac{1}{u_i}} \] (2.6)

For the three cars this would be \( \bar{u} = \frac{1}{3/(1/20 + 1/40 + 1/60)} = 32.7 \text{ mph} \)

Thus, whereas the spot speed (i.e., the time mean speed) is the arithmetic mean of the speeds observed at a point, the speed that represents average travel time is the harmonic mean of speeds observed at a point. Furthermore, it will be noted that the harmonic mean speed is lower than the time mean speed. For reasons that are discussed in section 2.3.2, the harmonic mean of speeds observed at a point is known as the space mean speed.

2.2.2.3 Relationships of Mean Speeds. The relationship for computing time mean speed from space mean speed was first recognized by Wardrop.\(^1\) His relationship, derived in Appendix A-1, is

\[ \bar{u}_t = \bar{u}_s + \frac{\sigma_s^2}{\bar{u}_s} \] (2.7)

where \( \sigma_s^2 \) is the variance about the space mean speed.

In traffic engineering practice it is often desirable to convert spot (time mean) speeds to space mean speeds. For this purpose the following approximate relationship, also discussed in Appendix A-1, has been developed: *

\[ \bar{u}_s = \bar{u}_t - \sigma_t^2 / \bar{u}_t \] (2.8)

where \( \sigma_t^2 \) is the variance about the time mean speed.

For the speeds crossing line AA' in Figure 2.1 the arithmetic mean speed is 21.71 mph, while the harmonic mean speed is 16.18 mph. When the harmonic mean speed is estimated from the arithmetic mean speed and the variance about it, the result is 15.58 mph. Tables 2.1 and 2.2 illustrate the estimation of the harmonic mean (i.e., space mean) speed from

* Haight and Mosher\(^{11}\) have presented a method for converting \( \bar{u}_t \) and \( \sigma_t^2 \) to \( \bar{u}_s \) and \( \sigma_s^2 \) by means of tables that assume that speeds follow the Pearson type III distribution (see Appendix B-2).
Figure 2.1 Vehicle trajectories: line AA' represents a fixed point in space; line BB' represents a fixed point in time.

point measurements and the estimation of the arithmetic mean (i.e., time mean) speed from the harmonic mean. (Of course, the variance about each mean is necessary in estimating the other mean.) Because space mean speed is applied to the models of Chapter 4, the term "speed" with no adjective implies space mean speed in all later sections of this monograph.
2.2.3 Concentration from Point Measurements

Although concentration (the number of vehicles per unit length) implies measurement along a distance, traffic engineers have traditionally estimated concentration from point measurements, using the relationship

\[ k = \frac{q}{\bar{u}} \]  

(2.9)

which may be derived as follows: Assume the total stream is made up of substreams, with each substream having its own (constant) speed. Segregate flow into subflows according to speed

\[ \bar{u}_s = \frac{\sum k_i u_i}{k} \]

where \( k_i / k \) is the fraction of the total density in the stream having speed \( u_i \), and \( k_i u_i = q_i \) (from analysis of units). Therefore,

\[ \bar{u}_s = \frac{\sum q_i}{k} = \frac{q}{k} \]

Eq. 2.9 is of fundamental importance and is discussed further in Chapter 4.

2.2.4 Lane Occupancy

Although concentration or density is considered the fundamental characteristic to be measured in freeway surveillance, density cannot be measured directly by electronic means. Thus, during the early days of freeway surveillance various estimates of density were investigated. This led to development of a measure that is now called lane occupancy.

If one could at any instant measure the lengths of all vehicles on a given roadway section and then compute the ratio

\[ R_i = \frac{\text{sum of lengths of vehicles}}{\text{length of roadway section}} \]  

(2.10)

This ratio could then be divided by \( L_m \), the average length of a vehicle expressed in miles, to yield an estimate of the concentration or density in vehicles per mile.

For example, suppose vehicles having lengths (in feet) 17, 13, 20, 40, 17 and 20 are distributed over a length of highway one lane wide and 1,000 ft long. The ratio \( R \) is then 0.127. If the average length of a vehicle is taken as 21 ft (or 0.00398 mi), a computed value of 31.91 vehicles/mile is obtained as the concentration on this highway section.

It is not feasible to use on-line methods to measure the sum of the lengths of vehicles in a given roadway section. It is possible, however, to estimate this value by time measurements.

Several types of presence detector are available to the traffic engineer, including induction loops, magnetometers, ultrasonic reflectors, and photo cells. A presence detector has the characteristic that it remains in the "on"
or "closed" condition as long as the vehicle remains within the zone of effectiveness of the detector. This characteristic is the basis for point measurements of lane occupancy.

It is not difficult to build an electronic instrument to measure the ratio

\[
R_2 = \frac{\text{sum of times vehicle detector is occupied}}{\text{total time of observation period}} = \frac{\sum t_o}{T}
\]  

(2.11)

This ratio can then be used to estimate density and speed.

Two general types of error are present—instrumentation and estimation errors. Instrument errors depend on the design of the instrument and are not discussed here, except to remark that time is often measured by counting pulses from a generator, and that the principal errors are related to events whose beginning or ending falls between pulses.

2.2.4.1 Estimation of Occupancy with Presence Detectors. The ratio of occupied time to total observation time, expressed as a percent, is called "lane occupancy," denoted by \( \phi \).

\[
\phi = \frac{\text{total occupied time}}{\text{total observation time}} \cdot 100 = \frac{100 \sum t_o}{T}
\]  

(2.12)

To use lane occupancy for estimation of density and speed, it is necessary to know the effective length of a vehicle as measured by the detector in use. Because both the vehicle and the detector have finite lengths, the length of roadway covered by the vehicle during the "on" period of the detector will be different from the length of the car and may often be longer. Figure 2.2 illustrates this situation.

Density or concentration (for a given lane) may then be estimated by

\[
\hat{k} = \frac{\phi}{100} \cdot \frac{5.280}{L_e} \quad \text{(2.13)}
\]

where \( L_e \) is the effective length of the vehicle in feet and \( \hat{k} \) is the estimated concentration.

For example, consider the following times a detector is occupied during a 60-sec period:

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>0.39</th>
<th>0.46</th>
<th>0.43</th>
<th>0.47</th>
</tr>
</thead>
<tbody>
<tr>
<td>*0.50</td>
<td>0.51</td>
<td>0.48</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>0.44</td>
<td>*0.50</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Significance of asterisks is discussed following Eq. 2.17.

Figure 2.2 Effective length of vehicle at presence detector: \( t_o = L_e/\bar{u} \), where \( t_o \) is the occupied time, \( L_e \) is the effective length of the vehicle, and \( \bar{u} \) is the speed over the detector (time mean speed).

Thus, \( \sum t_o = 5.85 \) and \( N = 13 \).

Then, \( \phi = \frac{5.85}{60} (100) = 9.75\% \).

If the average effective length of a vehicle is taken as 26 ft, \( \hat{k} = \frac{9.75 \cdot 5.280}{100 \cdot 26} = 19.8 \) vehicles/mile.

To estimate speed, it is necessary to count the vehicles crossing the detector during the observation period. Average speed can then be estimated by substituting into \( u = q/k \) to give

\[
\hat{u} = \frac{N L_e}{\sum t_o}
\]  

(2.14)

where \( \hat{u} \) is the estimated speed (ft/sec).

Using the previous data, \( \hat{u} = \frac{13 (26)}{5.85} = 57.8 \) ft/sec (39.4 mph).

Note, however, that Eqs. 2.13 and 2.14 make use of the average effective length of a vehicle. This can lead to serious errors when the mixture of cars and trucks in the traffic stream is varying. Weinberg et al.\(^{12}\) have proposed a method for compensating for this situation by making use of the ability of some presence detectors (e.g., ultrasonic reflectors) to distinguish between high and low vehicles and to count them separately. If high vehicles are taken as trucks and buses and assigned an effective length, \( L_t \) and low vehicles are taken as cars and assigned an effective length \( L_c \), a better estimate of speed is expressed:

\[
\hat{u} = \frac{N_t L_t + N_c L_c}{\sum t_o}
\]  

(2.15)

where \( N_t \) is the number of trucks and buses during the observation period and \( N_c \) is the
number of cars during the observation period. Extending this method to the estimation of concentration gives

\[ \hat{k} = \frac{N_t + N_c}{N_t L_t + N_c L_c} \cdot \frac{\phi}{100} = \frac{1}{L_c 100} \] (2.16)

For \( \hat{k} \) in vehicles/mile, Eq. 2.16 may be restated

\[ \hat{k} = \frac{N_t + N_c}{N_t L_t + N_c L_c} \cdot \frac{\phi}{100} \cdot \frac{5,280}{9.75} \] (2.17)

Using the previous data and considering those occupancy times marked by an asterisk to be trucks with length 40 ft and the other occupancy times to represent cars with average length 20 ft, \( N_t = 3; N_c = 10; \hat{k} = \frac{3 + 10}{3 \cdot 40 + 10 \cdot 20} \)

\[ \frac{5,280}{100} = 20.9 \text{ vehicles/mile.} \]

It should be noted that these estimates of concentration and speed from presence detectors are biased. Mikhalkin et al.\textsuperscript{17} give methods for obtaining an unbiased estimate.

2.3 MEASUREMENTS ALONG A LENGTH

Either line BB' or line CC' in Figure 2.1 indicates the information one might obtain from an aerial photograph (or photograph from a tall building). From a photograph it is possible to scale a distance and count the cars in this distance. With two photos spaced a short time apart (as the lines BB' and CC' in Fig. 2.1), it is possible to get speeds and flows. (The aerial photo computations given here are true for an infinitely long road; Breiman\textsuperscript{18} gives more accurate methods for finite lengths.)

2.3.1 Concentration Along a Length

From the scaled distance and vehicle count, concentration is

\[ k = \frac{N}{l} \] (2.18)

where \( N \) is the number of vehicles counted and \( l \) is the length of roadway section (in miles). It is possible, however, to be more specific: given that \( s_i \) is the distance of the \( i \)th car behind the car ahead (measured from bumper to front bumper),

\[ k_i = \frac{1}{s_i} = \frac{1}{h_i u_i} \] (2.19)

where \( N \) is the number of spacings counted, \( h_i \) is the time headway (as before) of the \( i \)th car, and \( u_i \) is the speed of the \( i \)th car (as before).

\[ k = \frac{N}{N} = \frac{1}{\sum_{i=1}^{N} s_i / N} \] (2.20)

or

\[ k = \frac{1}{N \sum_{i=1}^{N} 1 / k_i} \] (2.21)

Here, the average concentration is the harmonic mean of the individual concentrations.

2.3.2 Speed from Measurements Along a Length

When two (or more) aerial photos are taken in sequence with a short time interval between them, the situation represented in Figure 2.1 by lines BB' and CC', separated in time by \( \Delta t \), obtains. Although each vehicle traverses a different distance, all are observed for the same time, or

\[ u_i = \frac{s_i}{\Delta t} \]

\[ \bar{u}_a = \frac{1}{N} \sum_{i=1}^{N} \frac{s_i}{\Delta t} = \frac{1}{N \Delta t} \sum_{i=1}^{N} s_i \] (2.22)

Because this average speed \( \bar{u}_a \) is the mean taken along a distance, Wardrop\textsuperscript{1} gave it the name "space mean speed." The relationship between this mean and its variance and the mean of point measurements is given by Eq. 2.7.

2.3.3 Flow from Measurements Along a Length

Having obtained values for (average) concentration and average speed, flow is computed from

\[ q = k \bar{u}_a \] (2.23)

2.4 TRAFFIC MEASUREMENTS BY MOVING OBSERVER METHOD

It has been found that an effective method of assessing traffic along an arterial (or in an area) is the measurement of traffic by one or more moving observers.\textsuperscript{14,15} With this method, an observation car travels first with traffic being measured and then returns in the direction op-
The relationships are

\[ q = \frac{x + y}{t_a + t_c} \]  
\[ t = \text{mean travel time} = t_c - \frac{y}{q} \]  
\[ \bar{u}_s = \frac{l}{t} \]  
\[ k = \frac{q}{\bar{u}_s} \]

where \( t_c \) = time observer is moving with stream of traffic; \( t_a \) = time observer is moving against stream of traffic; \( x \) = number of cars met while moving against stream of traffic; \( y \) = net number of vehicles that pass the observer while moving with the traffic stream (i.e., the number that pass the observer minus the number he passes); and \( l \) = length of roadway section.

For example, given \( t_c = 144.4 \text{ sec}, x = 102 \text{ vehicles}, t_a = 68.2 \text{ sec}, y = 4 \text{ vehicles}, \) and \( l = 6000 \text{ ft}, \) then,

\[ q = \frac{102 + 4}{68.2 + 144.4} = 0.499 \text{ veh/sec} = 1,795 \text{ veh/hr} \]
\[ t = 144.4 - \frac{4}{0.499} = 136.4 \text{ sec} \]
\[ \bar{u}_s = \frac{6000}{136.4} = 44 \text{ ft/sec} = 30 \text{ mph} \]
\[ k = \frac{0.499}{44} = 0.0113 \text{ veh/ft} = 59.9 \text{ veh/mile} \]

### 2.5 SUMMARY OF TRAFFIC MEASUREMENTS

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Observed over Short Length during Long Time</th>
<th>Observed over Long Length during Short Time</th>
<th>Observed by Moving Observer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (miles/hr), ( \bar{u}_s )</td>
<td>( \bar{u}<em>s = \frac{N}{\sum</em>{i=1}^{i} u_i} )</td>
<td>( \bar{u}<em>s = \frac{\sum</em>{i=1}^{i} u_i}{N} )</td>
<td>( \bar{u}_s = l/t ), where</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( t = t_c - y/q )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>and ( l ) = length of link</td>
</tr>
<tr>
<td>Flow (vehicles/hr), ( q )</td>
<td>( q = \frac{N}{T} ) = ( \frac{N}{\sum_{i=1}^{i} t_i} )</td>
<td>( q = k\bar{u}_s )</td>
<td>( q = (x + y)/(t_a + t_c) ), where ( x ) = cars met against stream, ( y ) = net cars that pass observer with stream, ( t_a ) = travel time against stream, and ( t_c ) = travel time with stream</td>
</tr>
<tr>
<td>Concentration (vehicles/mile), ( k )</td>
<td>( k = \frac{q}{\bar{u}_s} )</td>
<td>( k = \frac{N}{l} )</td>
<td>( k = \frac{q}{\bar{u}_s} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( k = \frac{N}{\sum_{i=1}^{i} s_i} )</td>
</tr>
</tbody>
</table>

### 2.6 REFERENCES
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Problems

2.8 Problems

1. A platoon of vehicles was observed over a distance of 1,200 ft entering the study area at Hickory Street and proceeding to Main Street 1,200 ft away. The following data were recorded:

<table>
<thead>
<tr>
<th>Vehicle No.</th>
<th>Time at Hickory (sec)</th>
<th>Time at Main (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>53</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>55</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>77</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>79</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>80</td>
</tr>
</tbody>
</table>

(a) Plot the trajectories of these 10 vehicles on $8\frac{1}{2} \times 11$ graph paper with time on x-axis and distance on y-axis; (b) using the space-time domain, find volume, density, and velocity.

2. Two aerial photos were made over the three westbound lanes of the Connecticut Turnpike with a 10-sec interval. The following results were obtained:

<table>
<thead>
<tr>
<th>Vehicle No.</th>
<th>Position First Photo $^a$</th>
<th>Position Second Photo $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1500</td>
<td>2400</td>
</tr>
<tr>
<td>2</td>
<td>1450</td>
<td>2150</td>
</tr>
<tr>
<td>3</td>
<td>1300</td>
<td>1950</td>
</tr>
<tr>
<td>4</td>
<td>1250</td>
<td>2000</td>
</tr>
<tr>
<td>5</td>
<td>1100</td>
<td>1850</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>1925</td>
</tr>
<tr>
<td>7</td>
<td>700</td>
<td>1360</td>
</tr>
<tr>
<td>8</td>
<td>300</td>
<td>1000</td>
</tr>
<tr>
<td>9</td>
<td>250</td>
<td>1050</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>900</td>
</tr>
</tbody>
</table>

$^a$ Expressed in terms of feet from a reference landmark.

(a) Plot these trajectories on $8\frac{1}{2} \times 11$ graph paper; (b) using the space-time domain, compute volume, density, and velocity.

3. The following list of speeds was observed on US 66 in Arizona between 8 AM and 2 PM. (Reported by Freund, J. F., Modern Elementary Statistics, Prentice-Hall (1960), p. 15).

52 47 50 54 59 63 67 57 55 48
54 35 53 58 47 53 52 61 54 53
49 46 56 43 57 45 53 28 42 55
60 56 61 55 55 51 56 37 53 51
55 47 51 52 48 60 44 49 57 62
40 53 57 46 57 62 53 57 47 45
58 48 50 53 54 44 52 50 55 50
55 61 47 63 49 59 54 59 46 56
51 54 63 53 53 47 54 38 41 49
57 48 30 42 56 49 46 56 60 55
45 47 44 52 54 59 56 49 58 43
60 52 58 55 61 51 50 48 50 54
56 51 46 46 58 38 52 55 51 52
52 42 53 60 45 48 56 50 46 53
54 51 47 56 54 54 52 57 53 43
59 55 62 50 47 59 66 53 49 74
53 53 56 51 49 53 58 44 55 64
65 65 45 57 52 46 52 57 48 58
56 55 48 53 54 51 56 64 68 54
44 53 54 58 49 61 55 50 47 55

(a) Compute the arithmetic mean and the variance about it. (b) Compute the harmonic mean directly from the arithmetic mean and the variance about it. (d) Estimate the variance of the “space mean speed”. (hint: Combine Eqs. 2.7 and 2.8).
Chapter 3

STATISTICAL DISTRIBUTIONS OF TRAFFIC CHARACTERISTICS

3.1 INTRODUCTION

In designing new traffic facilities or new control plans it is necessary to predict the performance of traffic with respect to some particular characteristic, and it is often desirable to be able to make a prediction with a limited amount of data available or assumed. For instance, it may be necessary in designing a pedestrian control system to predict the frequency of headways of greater than 10 sec; in designing a left-turn pocket it may be necessary to predict how many times per hour the number of cars arriving during one signal cycle will exceed four. Statistical distribution models may enable the traffic engineer to make predictions such as these with a minimal amount of information.

Statistical distributions are useful in describing a wide variety of phenomena where there is a high element of randomness. In traffic the most important distributions are counting distributions—those useful in describing the occurrence of things that can be counted—and interval distributions—those useful in describing the occurrence of the (time) intervals between events. Distributions are also used, however, in describing such phenomena as speeds and gap acceptance.

In this chapter first elementary counting distributions, specifically the Poisson distribution, the binomial distribution, and the negative binomial distribution, are discussed and an elementary interval distribution for describing time headways is examined. Thereafter the inadequacy of elementary distributions in the general traffic case is demonstrated and some advanced distributions for traffic applications are described. Finally, distributions useful for speeds and gap acceptances are discussed. For each distribution discussed its form and a numerical example of fitting the distribution to field data are provided.

3.2 COUNTING DISTRIBUTIONS

Counting the number of cars arriving during an interval of time is the easiest and oldest measurement of traffic. When counts from a series of equal time intervals are compared, they appear to form a random series. This fed early traffic engineers to investigate distributions as a means of describing the occurrence of vehicle arrivals during an interval.

3.2.1 Poisson Distribution

The appropriate distribution for describing the truly random occurrence of discrete events is the Poisson distribution. Thus it was natural for Kinzer 1 to discuss the possible use of the Poisson distribution for traffic in 1933, for Adams 2 to publish numerical examples in 1936, and for Greenshields and co-workers 3 to use the Poisson distribution in analysis of his classic work on traffic at intersections in 1947.

The Poisson distribution may be stated (for a derivation see Appendix B-1):

\[ P(x) = \frac{m^x e^{-m}}{x!} \quad x=0, 1, 2, \ldots \quad (3.1) \]

or

\[ P(x) = \frac{(\lambda t)^x e^{-\lambda t}}{x!} \quad (3.2) \]

where \( P(x) \) = probability that \( x \) vehicles will arrive during counting period of \( t \); \( \lambda \) = average rate of arrival (vehicles/sec); \( t \) = duration of each counting period (sec); \( m = \lambda t \) = average number of vehicles arriving during a period of duration \( t \); and \( e \) = natural base of logarithms.

3.2.1.1 Fitting a Poisson Distribution to Observed Data. When a Poisson distribution is to be fitted to observed data, the parameter \( m \) is computed as
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Total occurrences (e.g., total cars observed)

\[ m = \frac{\text{Total observations (e.g., total number of time periods)}}{\text{Total occurrences (e.g., total number of car arrivals)}} \]  

(3.3)

The value \( e^{-m} \) is then obtained from tables, by slide rule calculation, or by a computer subroutine. The probabilities of various values of \( x \) are computed term by term. When calculation is to be performed by slide rule, by computer program, or by other direct computation process, the following relationships are helpful.

\[ P(0) = e^{-m} \]  

(3.4)

\[ \frac{P(x)}{P(x-1)} = \frac{\frac{m^x}{x!} \exp(-m)}{\frac{m^{x-1}}{(x-1)!} \exp(-m)} = \frac{m}{x} \]

\[ P(x) = \frac{m}{x} P(x-1) \quad \text{for } x \geq 1 \]  

(3.5)

Thus, from Eqs. 3.4 and 3.5 it follows that

\[ P(0) = e^{-m} \]

\[ P(1) = \frac{m}{1} P(0) \]

\[ P(2) = \frac{m}{2} P(1) \]

\[ P(3) = \frac{m}{3} P(2), \text{ etc.} \]

Equations of the type illustrated by Eq. 3.5 are known as "recursion formulas."

The theoretical number of observed intervals containing 0, 1, 2 cars, etc., is obtained by multiplying the total number of intervals observed by, respectively, the probabilities \( P(0), P(1), P(2), \text{ etc.} \)

3.2.1.2 Combination of Poisson Populations. It is shown in Appendix B-1 that if several Poisson populations, having the parameters \( m_1, m_2, \ldots, m_n \), are combined, the result is still Poisson distributed with the parameter

\[ m = \sum_{i=1}^{n} m_i \]

3.2.1.3 Numerical Example of Poisson Distribution. The first published numerical examples of the use of the Poisson distribution in traffic were those of Adams' (see Table 3.1).

3.2.1.4 Cumulative Poisson Distribution. The previous discussion has treated the probability of occurrence of a specific event (i.e., exactly \( x \) arrivals) using one term of a Poisson distribution. Frequently, in practice it is desirable to compute the probability of a range of events.

The terms of the Poisson distribution may be summed to give the probability of fewer than or more than \( x \) vehicles per period. If, for example, the traffic engineer desires to compute the probability that two or fewer cars will arrive during a given period, this is the sum of the probabilities that 0, 1, 2 cars arrive. This may be expressed as

\[ P(\leq 2) = \sum_{i=0}^{2} \frac{m^i e^{-m}}{i!} \]

for which the general case may be stated

\[ P(\leq x) = \sum_{i=0}^{x} \frac{m^i e^{-m}}{i!} \]  

(3.6)

For the case of fewer than \( x \), the statement becomes

\[ P(<x) = \sum_{i=0}^{x-1} \frac{m^i e^{-m}}{i!} \]  

(3.7)

For the case of more than \( x \),

\[ P(>x) = 1 - \sum_{i=0}^{x} \frac{m^i e^{-m}}{i!} \]  

(3.8)

For the case of \( x \) or more,

\[ P(\geq x) = 1 - \sum_{i=0}^{x-1} \frac{m^i e^{-m}}{i!} \]  

(3.9)

or

\[ P(\geq x) = \sum_{i=x}^{\infty} \frac{m^i e^{-m}}{i!} \]  

(3.10)

For the case of at least \( x \) but not more than \( y \),

\[ P(x \leq i \leq y) = \sum_{i=x}^{y} \frac{m^i e^{-m}}{i!} \]  

(3.11)

3.2.1.5 Limitations of the Poisson Distribution. In section 3.2.1 it was pointed out that the Poisson distribution is appropriate for describing discrete random events. When traffic is light and when there is no disturbing factor such as a traffic signal, the behavior of traffic may appear to be random, and the Poisson dis-
ttribution will give satisfactory results. However, when traffic becomes congested or when there is some cyclic disturbance in the arrival rate of traffic (such as produced by a traffic signal), other elementary distributions give a better description of traffic behavior (i.e., they give a better fit between theoretical and observed data). (See Appendix B-7 for a discussion of goodness of fit, including \( \chi^2 \) and Kolmogorov-Smirnoff (K-S) tests.)

It should be noted that for the Poisson distribution the mean and variance are equal. When the observed data present a ratio of variance/mean markedly different from 1.0, it is an indication that the Poisson distribution is not suitable. (See Appendix B-8 for a discussion of the variance of observed data.)

3.2.2 Binomial Distribution

For congested traffic (where the ratio of the observed variance/mean is substantially less than 1), it has been found that the binomial distribution can be used to describe the distribution of traffic arrivals.†

Stated in the form most useful for traffic purposes, the binomial distribution is:

\[
P(x) = C^n_p \cdot p^x \cdot (1-p)^{n-x},
\]

where \( p \) is the probability that one car arrives and \( C^n_p \) is the combinations of \( n \) things taken \( x \) at a time=

\[
x! \cdot (n-x)!
\]

For the binomial distribution, \( m \) is the mean, \( = n \cdot p \), and \( s^2 \) is the variance, \( = n \cdot p \cdot (1-p) \). If \( \hat{p} \) is the estimated value of binomial parameter \( p \), used in fitting, and \( \hat{n} \) is the estimated value of binomial parameter \( n \), used in fitting, these parameters may be estimated by the relationships:

\[
\hat{p} = (m - s^2) / m
\]

\[
\hat{n} = m / \hat{p} = m^2 / (m - s^2)
\]

where \( m \) and \( s^2 \) are computed from the observed data. Fitting may be accomplished by direct computation or by the use of tables.†

---

* In congested traffic the opportunity for free movement is decreased, resulting in decreased variance.
† It has been shown that as the binomial parameter \( n \) becomes very large and the parameter \( p \) becomes very small but the product \( np \) is a constant, the Poisson distribution results.

**TABLE 3.1 Poisson Arrival Frequencies, Compared with Observed Arrival Counts Measured on Vere Street, London**

<table>
<thead>
<tr>
<th>No. Vehicles/Sec-10 Period</th>
<th>Observed Frequency</th>
<th>Total Vehicles</th>
<th>Theoretical Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>94</td>
<td>0</td>
<td>97.0</td>
</tr>
<tr>
<td>1</td>
<td>63</td>
<td>63</td>
<td>39.9</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>42</td>
<td>18.5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3.8</td>
</tr>
<tr>
<td>&gt;3</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>180</strong></td>
<td><strong>111</strong></td>
<td><strong>180.0</strong></td>
</tr>
</tbody>
</table>

* Since there were 111 vehicles in 180 10-sec periods, the hourly volume was 222.
† Obtained by multiplying Col. 1 by Col. 2.
* (Theoretical frequency) = (total observed frequency) \( \frac{m^x \cdot e^{-m}}{x!} \),

where \( m = \frac{(Total \text{ vehicles})}{(Total \text{ observed frequency})} = \frac{111}{180} \), \( x = \text{value in Col. 1} \).

3.2.2.1 Numerical Example of Binomial Distribution. Table 3.2 illustrates a binomial distribution fitted to data for congested freeway flow (where the variance/mean ratio equals 0.535). For comparison a Poisson distribution has also been fitted. It will be noted that the binomial distribution produces a much better fit.

3.2.3 Traffic Counts with High Variance (Negative Binomial Distribution)

When traffic counts extend over both a peak period and an offpeak period, combining the results into one distribution results in a high variance. A more common but less obvious situation occurs downstream from a traffic signal: During the early portion of the signal cycle traffic flow is high (usually at saturation level); during the later portion of the signal cycle there often will be very light traffic. If the counting period corresponds to the green portion of the signal cycle, or to the complete signal cycle, cyclic effects will be masked. However, if the counting period is short (say 10 sec), there will be periods of high flow and periods of low flow; there may even be periods of intermediate flow. Thus, combining all counting periods into one distribution will result in a very high variance.
Table 3.3 illustrates the phenomenon where the counting period is synchronized with the signal cycle; here, with 30-sec counting intervals the observed data can fit a Poisson distribution acceptably (at the 5 percent confidence level with a chi-square test). When the same data are analyzed in 10-sec intervals, the non-randomness appears, and a Poisson distribution will not fit the data; however, a negative binomial distribution may fit acceptably, as will be shown.

The negative binomial distribution (sometimes called the Pascal distribution) may be stated:

\[ P(x) = C_{k-1} \frac{x^k}{k^{k-1}} \frac{p^k q^x}{x} \quad x = 0, 1, 2, \ldots \]

(3.15)

Fitting is accomplished by using the sample mean and sample variance to estimate parameters \( \hat{p} \) and \( \hat{k} \). If \( m \) is the mean of observed data and \( s^2 \) is the variance of observed data,

\[ \hat{p} = \frac{m}{s^2} \]

(3.16)

\[ \hat{k} = \frac{m^2}{s^2 - m} \]

(3.17)

and

\[ \hat{q} = (1 - \hat{p}) \]

(3.18)

The various terms can then be obtained from tables or by direct computation (e.g., using a computer program). The recursion equations for the negative binomial distribution are given by

\[ P(0) = \hat{p}^c \]

(3.19)

\[ P(x) = \frac{x+k-1}{x} q \, P(x-1) \quad \text{for } x \geq 1 \]

(3.20)

3.2.3.1 Numerical Example of Negative Binomial Distribution. Table 3.4 illustrates the data for a cyclic situation downstream from a traffic signal. Although the negative binomial distribution fits the data acceptably, the Poisson distribution does not.

### TABLE 3.2 Comparison of Binomial and Poisson Distributions Fitted to Congested Traffic Arrivals

<table>
<thead>
<tr>
<th>Number of Cars per Interval</th>
<th>Observed Frequency</th>
<th>Binomial Distribution</th>
<th>Poisson Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;3</td>
<td>0</td>
<td>0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1.0</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2.9</td>
<td>4.7</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>6.2</td>
<td>7.1</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>9.8</td>
<td>8.8</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>12.3</td>
<td>9.4</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>12.1</td>
<td>8.8</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>9.4</td>
<td>7.3</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>5.8</td>
<td>5.4</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>2.8</td>
<td>3.7</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1.0</td>
<td>2.3</td>
</tr>
<tr>
<td>&gt;12</td>
<td>0</td>
<td>0.4</td>
<td>2.7</td>
</tr>
<tr>
<td>TOTAL</td>
<td>64</td>
<td>64.0</td>
<td>64.0</td>
</tr>
</tbody>
</table>

\[ m = 7.469 \]

\[ \sigma^2 = 3.999 \]

\[ \sigma^2/m = 0.535 \]

- Recorded at I-494 at 24th Avenue—Median Lane, during morning peak traffic; measured at 15-sec intervals.
- The fit of the binomial distribution is acceptable by a \( \chi^2 \) test at the 5 percent significance level. The fit of the Poisson distribution is not acceptable. See Appendix B-7 for an illustration of the computations of this example.

### TABLE 3.3 Traffic Arrivals at Durfee Avenue, Northbound; 30-Sec Intervals

<table>
<thead>
<tr>
<th>Number of Cars per Interval</th>
<th>Frequency</th>
<th>Theoretical, by Poisson Distr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>9</td>
<td>5.6</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>17.2</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>26.3</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>26.9</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>20.6</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>12.6</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>6.5</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>2.8</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>1.1</td>
</tr>
<tr>
<td>( \geq 9 )</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>TOTAL</td>
<td>120</td>
<td>120.0</td>
</tr>
</tbody>
</table>

\[ m = 368 \]

\[ 120 = 3.067 \]

- Volume is 368 vehicles/hr.
- This fit is acceptable at the 5 percent significance level with a \( \chi^2 \) test.
3.2.3.2 Some Notes Concerning the Negative Binomial Distribution. Buckley\(^9\) points out that if a detector on a roadway spans several lanes, the resulting count is usually a negative binomial distribution. Kendall and Stuart\(^{10}\) stated that if the Poisson parameter is independently distributed with a type III distribution, the resulting distribution is negative binomial.

3.2.4 Summary of Elementary Counting Distributions

1. The Poisson distribution represents the random occurrence of discrete events.

2. In counts of light traffic where the observed data produce a ratio of variance/mean of approximately 1.0, the Poisson distribution may be fitted to the observed data.

3. In counts of congested traffic where the observed data produce a ratio of variance/mean of substantially less than 1.0, the binomial distribution may be fitted to the observed data.

4. In counts of traffic where there is a cyclic variation in the flow or where the mean flow is changing during the counting period, giving a ratio of variance/mean substantially greater than 1.0, the negative binomial distribution can be fitted to the observed data.

3.3 INTERVAL DISTRIBUTION

The previous analyses have developed the probability of discrete events occurring within a specific time interval. Another traffic characteristic of great importance is the time between events; i.e., the time headways between the arrival of vehicles. The class of distributions used for this purpose has been termed "interval distributions."

3.3.1 Negative Exponential Distribution

The elementary interval distribution is the negative exponential distribution, which may be derived as follows:

In Eq. 3.2 substitute \(\lambda = \frac{V}{3,600}\) cars/sec, where \(V\) is the hourly volume; thus,

\[
P(x) = \left(\frac{Vi}{3,600}\right)^x e^{-Vi/3,600} \frac{x!}{x!}
\]

\[
P(0) = e^{-Vi/3,600}
\]

\[
T(\infty) = \frac{1}{\lambda} = \frac{3,600}{V}
\]

\[
P(h \geq t) = e^{-Vi/3,600} \quad (3.19)
\]

From this relationship it may be seen that (under conditions of random flow) the number of headways greater than any given value will be distributed according to an exponential curve. (Though correctly a negative exponential, this is usually known simply as an exponential distribution.)

In the above equation \(m\) or \(\lambda = \frac{V}{3,600}\) is the rate of the arrival (counting) probability distribution. If we set \(m = t/T\), \(T\) is the mean of the interval (headway) probability distribution \(= 3,600/V\). Thus, the probability of a headway equal to or greater than \( t \) may be written:

\[
P(h \geq t) = e^{-t/T} \quad (3.20)
\]
A sketch representing the general (negative) exponential distribution of Eq. 3.20 is shown in Figure 3.1.

For some purposes it is more convenient to use the complementary relationship:

\[ P(h < t) = 1 - e^{-t/T} \]  
(3.21)

which is illustrated in Figure 3.2.

The exponential probability distribution is fitted by computing the mean interval \( T \) and then using tables \( T \) to obtain values of \( e^{-t/T} \) for various values of \( t \).

The variance of the exponential distribution is \( T^2 \). (Appendix B-3 presents a derivation.)

3.3.2 Numerical Example of Negative Exponential Distribution

The applicability of the above relationship may be illustrated by fitting an exponential distribution to data observed on the Arroyo Seco Freeway (now the Pasadena Freeway). The observations included 214 intervals, totaling 1,753 sec. Thus, \( T = 1,753/214 = 8.19 \) sec, \( m = t/T = t/8.19 = 0.122t \), \( P(h \geq t) = e^{-0.122t} \), and \( H = \) expected number of headways \( \geq t \), or

\[ H = 214e^{-0.122t} \]

Table 3.5 lists the results of the fitting.

These results are also depicted graphically in Figure 3.3. It may be seen that agreement between the curve and the data is reasonable (acceptable by \( \chi^2 \) test at the 0.05 level). It should be noted that traffic was light at the time of these observations: Volume = \( (3,600/1,753)214 = 439 \) vehicles/hr.

3.3.3 Alternate Viewpoint

The negative exponential probability models of Eqs. 3.20 and 3.21 can be viewed in an alternate way as follows: Consider the probability density of intervals (headways)

\[ p(t) = \frac{dP}{dt} = \frac{1}{T}e^{-t/T} \]  
(3.22)

where \( T \) is the average of time intervals (headways) measured from the origin. Thus, the following probability relationships can be stated:

\[ P(h < t) = \int_{0}^{t} p(h) \, dt = \int_{0}^{t} \frac{1}{T}e^{-t/T} \, dt = 1 - e^{-t/T} \]

\[ P(h \geq t) = \int_{t}^{\infty} \frac{1}{T}e^{-t/T} \, dt = e^{-t/T} \]
3.4 INADEQUACY OF THE EXPONENTIAL DISTRIBUTION FOR INTERVALS

As discussed in sections 3.2 and 3.3, the Poisson distribution for vehicle counts and the negative exponential distribution for time headways are only applicable when traffic flows are light; i.e., when there is no interaction between vehicles, thus enabling them to move at random. As traffic becomes heavier, vehicles are restricted in their ability to pass at will, and interaction between vehicles increases. (The assumption of interaction between vehicles is fundamental to car-following analysis, as discussed in Chapter 4.) Vehicles then tend to operate in platoons where the minimum time headway is substantially greater than zero, which results from vehicle finite length and finite spacing between the rear of one vehicle and the front of the following vehicle. The exponential distribution, on the other hand, describes probabilities of headways extending down to very small values. (See Figure 3.1 or Figure 3.2.) When observations from several parallel lanes are combined, it is possible to have headways as low as zero.

Figures 3.1 and 3.3 illustrate the cumulative probability of headways \( t \) or greater, and Figure 3.2 illustrates the cumulative probability of headways less than \( t \). The phenomenon of the scarcity of short headways can often be better illustrated by the frequency density or the probability density curve rather than the cumulative curve; i.e., Eq. 3.22 or the equivalent frequency curve obtained by multiplying the values from Eq. 3.22 by the total number of observations. Thus Figure 3.4 illustrates an example of headway observations on the Hollywood Freeway for flows of 33, 34, and 35 vehicles/min. It will be noted from visual examination that the fit of the exponential density distribution is very poor. (Buckley \(^{11}\) estimates that “the probability of a worse fit is approximately \(10^{-100}\).”)

3.5 ADVANCED HEADWAY DISTRIBUTIONS

Because of the poor agreement between the frequencies of headways observed in practice and the frequencies predicted by the negative exponential distribution, as well as theoretical considerations precluding very short headways, other distributions have been sought as a means of improving the predicted frequencies. For the purpose of this discussion these have been termed “advanced headway distributions.”

3.5.1 Shifted Exponential Distribution

Section 3.4 emphasized one shortcoming of the exponential distribution: It predicts too many short headways. One approach to treating this situation is to introduce a minimum allowable headway; i.e., a region of the distribution in which headways are prohibited. (Some writers \(^{13}\) have maintained that a deterministic prohibited period (i.e., a deterministic minimum headway) is philosophically unacceptable. They would rather have a period during which the probability of an arrival is

<table>
<thead>
<tr>
<th>Headway, (t) (sec)</th>
<th>Observed Cumulative Frequency (\geq t)</th>
<th>(H, \text{Expected Number of Headways}^*\geq t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>214</td>
<td>214.0</td>
</tr>
<tr>
<td>1</td>
<td>185</td>
<td>191.3</td>
</tr>
<tr>
<td>2</td>
<td>171</td>
<td>171.0</td>
</tr>
<tr>
<td>3</td>
<td>149</td>
<td>153.0</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>136.7</td>
</tr>
<tr>
<td>5</td>
<td>125</td>
<td>122.2</td>
</tr>
<tr>
<td>6</td>
<td>111</td>
<td>109.4</td>
</tr>
<tr>
<td>7</td>
<td>95</td>
<td>97.8</td>
</tr>
<tr>
<td>8</td>
<td>84</td>
<td>87.3</td>
</tr>
<tr>
<td>9</td>
<td>72</td>
<td>78.1</td>
</tr>
<tr>
<td>10</td>
<td>61</td>
<td>69.8</td>
</tr>
<tr>
<td>11</td>
<td>52</td>
<td>62.5</td>
</tr>
<tr>
<td>12</td>
<td>40</td>
<td>55.8</td>
</tr>
<tr>
<td>13</td>
<td>34</td>
<td>49.9</td>
</tr>
<tr>
<td>14</td>
<td>32</td>
<td>44.5</td>
</tr>
<tr>
<td>15</td>
<td>29</td>
<td>39.8</td>
</tr>
<tr>
<td>16</td>
<td>26</td>
<td>35.7</td>
</tr>
<tr>
<td>17</td>
<td>19</td>
<td>31.9</td>
</tr>
<tr>
<td>18</td>
<td>16</td>
<td>28.5</td>
</tr>
<tr>
<td>19</td>
<td>14</td>
<td>25.5</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>22.7</td>
</tr>
<tr>
<td>21</td>
<td>10</td>
<td>20.3</td>
</tr>
<tr>
<td>22</td>
<td>9</td>
<td>18.2</td>
</tr>
<tr>
<td>23</td>
<td>8</td>
<td>16.3</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>14.6</td>
</tr>
<tr>
<td>25</td>
<td>7</td>
<td>13.1</td>
</tr>
<tr>
<td>26</td>
<td>7</td>
<td>11.6</td>
</tr>
<tr>
<td>27</td>
<td>6</td>
<td>10.5</td>
</tr>
<tr>
<td>28</td>
<td>4</td>
<td>9.2</td>
</tr>
<tr>
<td>29</td>
<td>3</td>
<td>8.3</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>7.5</td>
</tr>
<tr>
<td>31</td>
<td>0</td>
<td>6.6</td>
</tr>
</tbody>
</table>

* From negative exponential distribution.
very low but not zero. The authors wish to point out, however, the use of a deterministic "guarantee period" in reliability engineering.

This may be visualized by taking the curve of Figure 3.2 and shifting it to the right by an amount \( \tau \) equal to the minimum allowable headway. This is illustrated in Figure 3.5. In shifting, it is necessary to make appropriate adjustments to maintain the total area of unity under the probability curve, from which the following results hold:

\[
P(h \geq t) = e^{- (t - \tau) / (t - \tau)}
\]  

(3.22)

(Appendix B-3 derives the parameters of the shifted exponential distribution.) Note that the probability density is
Figure 3.4 Example of negative exponential frequency curve fitted to Hollywood Freeway data. Bars indicate observed data taken on sample size of 609.

Figure 3.5 Shifted exponential distribution to represent the probability of headways less than \( t \) with a prohibition of headways less than \( \tau \). (Average of observed headways is \( \bar{t} \).)
STATISTICAL DISTRIBUTIONS OF TRAFFIC CHARACTERISTICS

\[ p(t) = 0 \quad \text{for } t < \tau \]

and

\[ p(t) = \frac{1}{T - \tau} e^{-(t - \tau) / (T - \tau)} \quad \text{for } t \geq \tau. \]

Fitting a shifted exponential distribution to field data requires estimation of the parameters \( \bar{T} \) and \( \bar{\tau} \), where \( \bar{T} \) is the mean of measurements from the origin, \( \bar{\tau} \) is the shift of curve with respect to the origin, and \( (\bar{T} - \bar{\tau})^2 \) is the variance about the origin.

An application of the shifted cumulative exponential distribution is shown in Figure 3.6. Figure 3.7 illustrates the relationship between a shifted exponential frequency density curve and Buckley’s data for the Hollywood Freeway. Note that whereas the shifted exponential fits data for low flows, it is not suitable for high flows.

3.5.2 Other Pearson Type III Distributions

Appendix B-2 discusses the Pearson type III family of distributions and points out that both the negative exponential distribution and the shifted exponential distribution are special cases of this family. Other special cases have been found to be useful for describing traffic headways. One such special case is the Erlang distribution.

---

**Figure 3.6** Shifted cumulative exponential distribution fitted to observations taken in Cambridge, Mass. Total time, 2,289 sec; total number of vehicles, 318; flow, 5,500 veh/hr.\(^\text{12}\)
3.5.2.1 Erlang Distribution. The cumulative Erlang distribution may be stated:

\[
P(h \geq t) = \sum_{i=0}^{k-1} \left( \frac{kt}{T} \right)^i \frac{e^{-kt/T}}{i!}
\]  

(3.23)

For \( k = 1 \), this reduces to the exponential distribution.

For \( k = 2 \)

\[
P(h \geq t) = \left[ 1 + \left( \frac{kt}{T} \right) \right] e^{-kt/T}
\]

For \( k = 3 \)

\[
P(h \geq t) = \left[ 1 + \left( \frac{kt}{T} \right) + \left( \frac{kt}{T} \right)^2 \frac{1}{2!} \right] e^{-kt/T}
\]

For \( k = 4 \)

\[
P(h \geq t) = \left[ 1 + \left( \frac{kt}{T} \right) + \left( \frac{kt}{T} \right)^2 \frac{1}{2!} + \left( \frac{kt}{T} \right)^3 \frac{1}{3!} \right] e^{-kt/T}
\]

Here the value of \( k \), a parameter that determines the shape of the distribution, may be estimated from the mean and variance of the observed data:

\[
k \approx \frac{T^2}{s^2}
\]  

(3.24)

where \( T \) is the mean of the observed intervals and \( s^2 \) is the variance of the observed intervals. When the Erlang distribution is used, the value of \( k \) in Eq. 3.24 is rounded off to the nearest integer. It is possible to use the gamma distribution with noninteger values of \( k \), but calculations for such cases are very involved, requiring use of tables of the gamma function or a computer program of the gamma function. The value of \( k \) may be a rough indication of the degree of nonrandomness. When \( k = 1 \), the data appear to be random; as \( k \) increases, the degree of nonrandomness appears to increase.

3.5.2.2 Numerical Example of the Erlang Distribution. Tables 3.6 and 3.7 illustrate the fitting of an Erlang distribution to headway observations on a freeway; more specifically, Table 3.6 demonstrates the estimation of parameters from one-half of the data, and Table 3.7 the testing of the fit to the other half of the data by the Kolmogorov-Smirnoff (K-S) test (see Appendix B-7). This test is an alternative test for goodness of fit, especially suited to small sample sizes. The fit shown in Table 3.7 is acceptable at the 5 percent level.

![Figure 3.7 Buckley example of shifted exponential fitted to freeway data.](image)
(It should be noted that the data of Tables 3.6 and 3.7 are given in inverse cumulation form, analogous to Figure 3.3.)

Table 3.8 illustrates the changes in the theoretical distribution as the parameter \( k \) changes.

### 3.5.3 Lognormal Distribution of Headways

In the lognormal distribution the logarithm of the stochastic variable, rather than the variable itself, is distributed according to the normal distribution; Appendix B-4 describes this distribution and methods of fitting it to experimental data.

#### TABLE 3.6 Estimation of Parameters for Erlang Distribution *

<table>
<thead>
<tr>
<th>Headway ( h )</th>
<th>Headway Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.81</td>
</tr>
<tr>
<td>2.1</td>
<td>4.41</td>
</tr>
<tr>
<td>2.5</td>
<td>6.25</td>
</tr>
<tr>
<td>3.8</td>
<td>14.44</td>
</tr>
<tr>
<td>1.4</td>
<td>1.96</td>
</tr>
<tr>
<td>1.1</td>
<td>1.21</td>
</tr>
<tr>
<td>2.9</td>
<td>8.41</td>
</tr>
<tr>
<td>1.8</td>
<td>3.24</td>
</tr>
<tr>
<td>1.2</td>
<td>1.44</td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
</tr>
<tr>
<td>1.1</td>
<td>1.21</td>
</tr>
<tr>
<td>2.0</td>
<td>4.00</td>
</tr>
<tr>
<td>2.1</td>
<td>4.41</td>
</tr>
<tr>
<td>2.5</td>
<td>6.25</td>
</tr>
<tr>
<td>4.6</td>
<td>21.16</td>
</tr>
<tr>
<td>1.1</td>
<td>1.21</td>
</tr>
<tr>
<td>5.7</td>
<td>32.49</td>
</tr>
<tr>
<td>3.1</td>
<td>9.61</td>
</tr>
<tr>
<td>2.3</td>
<td>5.29</td>
</tr>
<tr>
<td>3.5</td>
<td>12.25</td>
</tr>
<tr>
<td>0.9</td>
<td>0.81</td>
</tr>
<tr>
<td>5.6</td>
<td>31.36</td>
</tr>
<tr>
<td>0.8</td>
<td>0.64</td>
</tr>
<tr>
<td>1.7</td>
<td>2.89</td>
</tr>
<tr>
<td>1.4</td>
<td>1.96</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>57.1</strong></td>
</tr>
<tr>
<td><strong>( T = 57.1 / 25 = 2.204 )</strong></td>
<td><strong>191.71</strong></td>
</tr>
</tbody>
</table>

\[
\begin{align*}
  s^2 &= \frac{1}{24} \left[ 191.71 - (57.1)^2 \right] = 2.554 \\
  k &= \frac{T^2}{s^2} = \frac{(2.204)^2}{2.554} = 1.99 \approx 2
\end{align*}
\]

* Data from Gerlough and Barnes.1

α = fraction of total flow made up of constrained vehicles;

\( T_1 \) = average headway of free-flowing vehicles;

\( T_2 \) = average headway (about origin) of constrained vehicles; and

\( \tau \) = shift of curve (i.e., minimum headway) for constrained vehicles.

Several writers, including Daou,20,21 Greenberg,22 May,23 and Tolle,24 have suggested the use of the lognormal distribution for headways, especially for traffic in platoons. One advantage is the ability to make a quick test of fitting by graphical means. The curve of a cumulative lognormal distribution on paper having a log scale on one axis and a normal probability scale on the other axis is a straight line. Figure 3.8 is such a plot for the data shown in Table 3.9.

### 3.6 Composite Headway Models

Schuhl25 has suggested that headways, especially where there are more lanes than one, appear to consist of two subpopulations: one of freely flowing cars and one of cars constrained by traffic ahead. The model he proposes is a composite of shifted and unshifted exponential distributions

\[
p(h < t) = (1 - \alpha) \left[ 1 - \exp\left( -\frac{t}{T_1} \right) \right]
+ \alpha \left[ 1 - \exp\left( -\frac{t - \tau}{T_2} \right) \right]
\]

where

\[
\alpha = \text{fraction of total flow made up of constrained vehicles;}
\]

\( T_1 = \text{average headway of free-flowing vehicles;}
\]

\( T_2 = \text{average headway (about origin) of constrained vehicles; and}
\]

\( \tau = \text{shift of curve (i.e., minimum headway) for constrained vehicles.}
\]

Figure 3.9 illustrates an example given by Schuhl.

Kell26 has gone farther than Schuhl by including a minimum headway for the free-flowing vehicles. With four or five parameters to estimate, fitting of this model is sometimes difficult. Where the two populations can be readily identified, however, fitting is relatively straightforward; where this is not possible, other measures must be taken. Kell has developed some relationships from extensive field data.

Based on empirical results, Greco and Sword27 have developed a nomograph (Figure 3.10) by which it is possible to estimate probabilities of various headways from lane volume assuming a shifted exponential distribution. The equation represented by this nomograph is
TABLE 3.7  Fitting of Erlang Distribution and Testing by K-S Method

<table>
<thead>
<tr>
<th>t</th>
<th>Observed Gaps ( \geq t )</th>
<th>Observed Relative Frequency</th>
<th>Erlang Probability</th>
<th>K-S Difference</th>
<th>Theoretical Gaps ( \geq t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>25</td>
<td>1.00</td>
<td>1.000</td>
<td>0.000</td>
<td>25.0</td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td>0.84</td>
<td>0.720</td>
<td>0.120</td>
<td>18.0</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>0.44</td>
<td>0.462</td>
<td>0.022</td>
<td>11.6</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>0.28</td>
<td>0.246</td>
<td>0.034</td>
<td>6.2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.16</td>
<td>0.125</td>
<td>0.035</td>
<td>3.1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.08</td>
<td>0.061</td>
<td>0.019</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.04</td>
<td>0.026</td>
<td>0.014</td>
<td>0.7</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.00</td>
<td>0.015</td>
<td>0.035</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Maximum difference: 0.12  
K-S_{\text{inf.}}: 0.27

\[ P(h \geq t) = \left[ 1 + \frac{2t}{2.204} \right] e^{-t/2.204}; \]  fit is acceptable at the 5 percent level.

TABLE 3.8  Effect of Varying Erlang Parameter \( k \) for Theoretical Frequency of Headways Greater Than \( t \)

<table>
<thead>
<tr>
<th>t</th>
<th>( k=1 )</th>
<th>( k=2 )</th>
<th>( k=3 )</th>
<th>( k=4 )</th>
<th>( k=5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>25.0</td>
<td>25.0</td>
<td>25.0</td>
<td>25.0</td>
<td>25.0</td>
</tr>
<tr>
<td>1</td>
<td>15.9</td>
<td>19.2</td>
<td>21.1</td>
<td>22.2</td>
<td>23.0</td>
</tr>
<tr>
<td>2</td>
<td>10.1</td>
<td>11.5</td>
<td>12.2</td>
<td>12.7</td>
<td>13.1</td>
</tr>
<tr>
<td>3</td>
<td>6.4</td>
<td>6.1</td>
<td>5.7</td>
<td>5.2</td>
<td>4.8</td>
</tr>
<tr>
<td>4</td>
<td>4.1</td>
<td>3.1</td>
<td>2.3</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>5</td>
<td>2.6</td>
<td>1.5</td>
<td>0.9</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>1.6</td>
<td>0.7</td>
<td>0.3</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>0.3</td>
<td>0.1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.7</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data from Gerlough and Barnes* (as corrected by the authors Mar. 8, 1974).

Dawson 28-29 has combined the improved shape of the Erlang distribution and the feature of shifting the distribution to the right to account for the minimum headway. His final model, which he calls the hyper-Erlang ("hyperlang") distribution, may be expressed

\[ P(h \geq t) = \frac{115 V}{100,000} e^{-\left( t - \bar{t} \right)/2.5} \]

\[ + \left( 1 - \frac{115 V}{100,000} \right) e^{-\left( t - \bar{t} \right)/\left( 24 - 0.012 \bar{t} \right)} \]

where \( V \) is the hourly volume.

Shifting of distributions and use of multi-parameter distributions and mixed distributions to represent mixtures of subpopulations have been exploited by various investigators in various ways. The works of Dawson and of Buckley are cited as examples (without derivation).

\[ P(h \geq t) = \alpha_x e^{-\left( t - \bar{t} \right)/\left( \gamma_x - \bar{t} \right)} \]

\[ + \alpha_x e^{-\left( t - \bar{t} \right)/\left( \gamma_x - \bar{t} \right)} \sum_{x=0}^{k-1} \frac{\left( \bar{t} - \bar{t} \right)^x}{x!} \]

(3.27)
where \( t \) = any time duration; \( \delta_1 \) = the minimum "free" headway; \( \gamma_1 \) = the average "free" headway; \( \delta_2 \) = the minimum headway in the constrained headway distribution; \( \gamma_2 \) = the average headway in the constrained distribution; and \( k \) = an index that indicates the degree of non-randomness in the constrained headway distribution. (See section 3.5.2.1.)

Table 3.10 lists the values for the various parameters as computed for data observed by investigators at Purdue University. Figure 3.11 plots the distributions from these parameters.

### Table 3.9 Headways on Eisenhower Freeway at First Avenue, 10–14 Vehicles/Minute *

<table>
<thead>
<tr>
<th>Headway</th>
<th>Frequency</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>5</td>
<td>0.3</td>
</tr>
<tr>
<td>0.9</td>
<td>63</td>
<td>4.1</td>
</tr>
<tr>
<td>1.4</td>
<td>122</td>
<td>11.4</td>
</tr>
<tr>
<td>1.9</td>
<td>163</td>
<td>21.2</td>
</tr>
<tr>
<td>2.4</td>
<td>152</td>
<td>30.3</td>
</tr>
<tr>
<td>2.9</td>
<td>198</td>
<td>42.2</td>
</tr>
<tr>
<td>3.4</td>
<td>139</td>
<td>50.5</td>
</tr>
<tr>
<td>3.9</td>
<td>98</td>
<td>56.4</td>
</tr>
<tr>
<td>4.4</td>
<td>85</td>
<td>61.5</td>
</tr>
<tr>
<td>4.9</td>
<td>92</td>
<td>67.0</td>
</tr>
<tr>
<td>5.4</td>
<td>75</td>
<td>71.5</td>
</tr>
<tr>
<td>5.9</td>
<td>55</td>
<td>74.8</td>
</tr>
<tr>
<td>6.4</td>
<td>58</td>
<td>78.3</td>
</tr>
<tr>
<td>6.9</td>
<td>38</td>
<td>80.6</td>
</tr>
<tr>
<td>7.4</td>
<td>42</td>
<td>83.1</td>
</tr>
<tr>
<td>7.9</td>
<td>55</td>
<td>86.4</td>
</tr>
<tr>
<td>8.4</td>
<td>27</td>
<td>88.0</td>
</tr>
<tr>
<td>8.9</td>
<td>23</td>
<td>89.3</td>
</tr>
<tr>
<td>9.0</td>
<td>27</td>
<td>91.0</td>
</tr>
<tr>
<td>&gt;9.5</td>
<td>150</td>
<td>100.0</td>
</tr>
</tbody>
</table>

* Data from May.*

Buckley has proposed a "semirandom" model or a distribution representing two sub-populations, one having type 1 headways and the other having type 2 headways. Type 1 headways result from a vehicle being placed exactly at the rear limit of a zone of emptiness, where vehicles never enter; its length is measured in time units and is normally distributed. Type 2 headways result when a vehicle occurs

### Table 3.10 Hyperlang Model Parameters *

<table>
<thead>
<tr>
<th>Flow Rate</th>
<th>Monitored</th>
<th>Computed</th>
<th>( R^2 )</th>
<th>( \alpha_1 )</th>
<th>( \gamma_1 )</th>
<th>( \delta_1 )</th>
<th>( k )</th>
<th>( \alpha_2 )</th>
<th>( \gamma_2 )</th>
<th>( \delta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>158</td>
<td>184</td>
<td>0.9959</td>
<td>0.86</td>
<td>22.34</td>
<td>0.69</td>
<td>1</td>
<td>0.14</td>
<td>2.88</td>
<td>1.65</td>
<td></td>
</tr>
<tr>
<td>251</td>
<td>219</td>
<td>0.9977</td>
<td>0.70</td>
<td>22.09</td>
<td>0.35</td>
<td>1</td>
<td>0.30</td>
<td>2.90</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>353</td>
<td>311</td>
<td>0.9996</td>
<td>0.61</td>
<td>16.75</td>
<td>0.74</td>
<td>1</td>
<td>0.39</td>
<td>3.35</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>492</td>
<td>0.9996</td>
<td>0.64</td>
<td>9.81</td>
<td>0.61</td>
<td>2</td>
<td>0.36</td>
<td>2.81</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>547</td>
<td>489</td>
<td>0.9997</td>
<td>0.56</td>
<td>11.05</td>
<td>0.70</td>
<td>2</td>
<td>0.44</td>
<td>2.73</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>651</td>
<td>567</td>
<td>0.9995</td>
<td>0.43</td>
<td>11.06</td>
<td>0.79</td>
<td>2</td>
<td>0.57</td>
<td>2.81</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>746</td>
<td>710</td>
<td>0.9996</td>
<td>0.40</td>
<td>8.35</td>
<td>0.88</td>
<td>3</td>
<td>0.60</td>
<td>2.92</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>836</td>
<td>740</td>
<td>0.9998</td>
<td>0.20</td>
<td>11.57</td>
<td>0.95</td>
<td>3</td>
<td>0.80</td>
<td>3.23</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>957</td>
<td>971</td>
<td>0.9997</td>
<td>0.53</td>
<td>4.58</td>
<td>1.06</td>
<td>6</td>
<td>0.47</td>
<td>2.71</td>
<td>0.72</td>
<td></td>
</tr>
</tbody>
</table>

* Data from Purdue University.
at some position to the rear of the extreme rear limit of a zone of emptiness; i.e., vehicles with type 2 headways are presumed to be not influenced by the front vehicle.

Using 609 headway observations from the Hollywood Freeway at volumes of 33, 34, and 35 vehicles/min, Buckley plotted comparisons of data against several distributions. These plots appear as Figures 3.4, 3.7, and 3.12. By inspection, the semirandom distribution appears to provide the best fit.

3.7 SELECTION OF HEADWAY DISTRIBUTION

As in many engineering selection processes, selection of a suitable headway distribution represents a compromise between economic considerations and faithfulness of the model. Greater faithfulness is often obtained by using a model with a greater number of parameters; such a model, on the other hand, results in a more complex computational procedure. In some cases the intended use of the model can help in the selection procedure. For instance, Newell \(^{30}\) has shown that delays are relatively insensitive to the form of the distribution of the arriving traffic. Thus, if the objective is simply the computation of delays, the simplest (i.e., the negative exponential) distribution should be used. If, however, the objective is the determination of gaps for, say, crossing purposes, a more faithful distribution may be needed.

3.8 ADVANCED COUNTING DISTRIBUTIONS

In section 3.2 traffic counts (and headways) for low traffic flows (i.e., where cars can maneuver with relative ease) appear to be random. In such cases the Poisson distribution can serve as a model of traffic counts. When the flow becomes high, however, freedom to
maneuver is diminished and counts per unit time become more uniform. In this situation the binomial distribution provides a simple means of modeling the counting process. On the other hand, when there is some disturbing factor, such as a traffic signal or a rapidly changing average flow, the variance of the counting process becomes large. The simple model for such situations is the negative binomial distribution.

In section 3.4 simple headway distributions are not deemed adequate from a theo-

![Graph showing probability of headway less than x sec.](image)

**Figure 3.10** Probability of a headway less than x sec.
Figure 3.11 Hyperlong headway distributions for Purdue research project data.

Figure 3.12 Fit of Buckley's semirandom distribution to Hollywood Freeway data. Bars are observed data and curve is best fit for the semirandom distribution; sample size = 609.
retical standpoint, and in sections 3.5 and 3.6 several advanced distributions of headways were discussed. In section 3.1.1 it was pointed out that the negative exponential distribution for headways can be easily derived from the Poisson distribution of counts. The derivation process could have been reversed, taking the negative exponential distribution of headways and deriving the Poisson distribution by the mathematical operation known as convolution. This procedure, even for the simple case of the negative exponential headway distribution, is very tedious. For more complex headway distributions the convolution process can be intractable even though theoretically possible.

In summary, the following pertain: (1) Although simple distributions will often work for traffic data, they are not necessarily correct; (2) for each headway distribution there is a related counting distribution, even though such distributions cannot be stated explicitly.

By use of the approaches taken in developing advanced headway distributions we can search for advanced counting distributions directly (i.e., independent of the related headway distribution).

### 3.8.1 Synchronous and Asynchronous Counting

Before proceeding it is necessary to clarify a particular point. Ewell has cited two types of counting—one in which a new period is started immediately on the completion of the previous period, and the other in which the start of a counting period is delayed until the instant a vehicle passes. Haight has termed these cases asynchronous and synchronous, respectively (Figure 3.13). Because synchronous counting has relatively minor application in traffic engineering, only the asynchronous form (with counting intervals forming a continuum) is covered in this monograph.

### 3.8.2 Generalized Poisson Distribution

In dealing with headways of dense traffic it was found beneficial to introduce a shape parameter \( k \), which as an integer led to the Erlang distribution. Similarly, for counting car arrivals it is beneficial to introduce a shape parameter \( k \). This results in the generalized Poisson distribution, which, when \( k \) is an integer, takes the form:

\[
P(x) = \sum_{j=0}^{k-1} \frac{(\lambda e^{-\lambda})^x}{x!} \quad x = 0, 1, 2, \ldots
\]

or

\[
P(x) = \sum_{i=0}^{k} \frac{e^{-\lambda} (\lambda e^{-\lambda})^{xk+i-1}}{(xk+i-1)!} \quad x = 0, 1, 2, \ldots
\]

(3.28)

When \( k = 1 \), the simple Poisson distribution results.

When \( k = 2 \)

\[
P(0) = e^{-\lambda} + \lambda e^{-\lambda}
\]

\[
P(1) = \frac{\lambda^2 e^{-\lambda}}{2!} + \frac{\lambda^2 e^{-\lambda}}{3!}
\]

\[
P(2) = \frac{\lambda^2 e^{-\lambda}}{4!} + \frac{\lambda^2 e^{-\lambda}}{5!}, \text{ etc.}
\]

When \( k = 3 \)

\[
P(0) = e^{-\lambda} + \lambda e^{-\lambda} + \frac{\lambda^2 e^{-\lambda}}{2!}
\]

\[
P(1) = \frac{\lambda^3 e^{-\lambda}}{3!} + \frac{\lambda^3 e^{-\lambda}}{4!} + \frac{\lambda^3 e^{-\lambda}}{5!}
\]

That is, each term of the generalized Poisson distribution consists of the sum of \( k \) Poisson terms. It should be quickly pointed out that the parameter \( \lambda \) in the generalized Poisson distribution is not equal to the Poisson parameter \( m \) (except when \( k = 1 \)). Furthermore, estimation of the parameter \( k \) is not a straightforward process. To aid this situation, Haight et al. have provided a nomograph and an estimating equation. To fit a generalized Poisson distribution to observed data, the best way of determining \( k \) is by means of the nomograph of Figure 3.14. This nomograph is entered with the mean \( m \) and the variance \( \sigma^2 \) of the observed data, from which the closest value of \( k \) is read. Although it is possible to read \( \lambda \) from Figure 3.14, a more reliable way is to compute its value from the estimating equation:

\[
\lambda = k m + \frac{1}{2} (k - 1).
\]

(3.29)

Poisson terms with parameter \( \lambda \) are then computed or read from tables, and successive groups of \( k \)-terms are summed to obtain the generalized-Poisson terms, to comply with Eq. 3.28. It should be noted that the generalized Poisson distribution describes the counting of the same population whose headways are described by the Erlang distribution.
3.8.2.1 Numerical Example of Generalized Poisson Distribution. Table 3.11 exemplifies a generalized Poisson distribution fitted to freeway data. It will be noted that the fit is very good as measured by the $\chi^2$ test.

3.8.2.2 Generalized Poisson Distribution with Nonintegral $k$. When nonintegral values of $k$ are to be used, it is necessary to make use of the "normalized" incomplete gamma function $\Gamma$.\textsuperscript{13,17,18}
TABLE 3.11 Vehicle Arrivals for Median Lane at Peak Morning Flow, I-494 at 24th Avenue \(^a\)

<table>
<thead>
<tr>
<th>Number of Cars per Interval (^b) ((x_1))</th>
<th>Observed Frequency ((f_1))</th>
<th>Total Cars Observed ((f_{2x}))</th>
<th>Probability (^c) (p(x_1))</th>
<th>Theoretical Frequency (^d) (f(x_1))</th>
<th>(f(x_1)/F(x_1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0</td>
<td>(0)</td>
</tr>
<tr>
<td>1</td>
<td>0.0600</td>
<td>0.0090</td>
<td>0.0090</td>
<td>0.0090</td>
<td>0.0090</td>
</tr>
<tr>
<td>2</td>
<td>0.0005</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
</tr>
<tr>
<td>3</td>
<td>0.0039</td>
<td>0.0084</td>
<td>0.0084</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>4</td>
<td>0.0162</td>
<td>0.0275</td>
<td>0.0275</td>
<td>0.0275</td>
<td>0.0275</td>
</tr>
<tr>
<td>5</td>
<td>0.0423</td>
<td>0.0590</td>
<td>0.0590</td>
<td>0.0590</td>
<td>0.0590</td>
</tr>
<tr>
<td>6</td>
<td>0.0755</td>
<td>0.0894</td>
<td>0.0894</td>
<td>0.0894</td>
<td>0.0894</td>
</tr>
<tr>
<td>7</td>
<td>0.0983</td>
<td>0.1010</td>
<td>0.1010</td>
<td>0.1010</td>
<td>0.1010</td>
</tr>
<tr>
<td>8</td>
<td>0.0974</td>
<td>0.0885</td>
<td>0.0885</td>
<td>0.0885</td>
<td>0.0885</td>
</tr>
<tr>
<td>9</td>
<td>0.0760</td>
<td>0.0619</td>
<td>0.0619</td>
<td>0.0619</td>
<td>0.0619</td>
</tr>
<tr>
<td>10</td>
<td>0.0450</td>
<td>0.0354</td>
<td>0.0354</td>
<td>0.0354</td>
<td>0.0354</td>
</tr>
<tr>
<td>11</td>
<td>0.0691</td>
<td></td>
<td></td>
<td>0.0691</td>
<td>(10&gt;4.4)</td>
</tr>
<tr>
<td>12</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td>(65.5)</td>
</tr>
</tbody>
</table>

\(m = \frac{478}{64} = 7.469\)

\(s^2 = \frac{3822 - (478)^2}{64} = 3.999\)

\(s^2/m = 0.535\)

\(^a\) Data from Minnesota Department of Highways.

\(^b\) Fifteen-second intervals.

\(^c\) Col. 4 + Col. 5; \(\chi^2 = 7.81\).

\(^d\) For the generalized Poisson distribution.

\(^e\) From nomograph of Figure 3.14.

\(k = 2\)

\(\lambda = km + \frac{1}{2}(k - 1) = 2(7.469) + 0.5 = 15.438\)

\(\chi^2 = 65.5 - 64.0 = 1.5\)

\(\therefore \chi^2 = 6 - 3 = 3\)

\[P(\leq x) = \sum_{i=0}^{x} C_i x^{i-1} (1-\alpha)^{(x+1-i)} \gamma[i-\alpha, i, (x+i)]\]

\[= \int_0^\infty t^{-1} e^{-t} \, dt\]

where

\(\alpha = \text{proportion of restrained vehicles};\)

\(y = \mu(1-\alpha)(t-(x+1)r)\) for

\(\mu = \text{mean flow rate for unrestrained vehicles and}\)

\(\tau = \text{minimum headway};\) and

\(\gamma(u, z) = \text{incomplete gamma function of } (u, z)\)

3.8.3 Other Counting Distributions

Although other counting distributions have been proposed, most are beyond the scope of this monograph. Particularly worthy of note, however, is the distribution proposed by Oliver and Thibault. This distribution makes use of a composite headway distribution such as that discussed by Kell. Oliver states the cumulative probability of \(x\) or fewer in an interval \(t\) (in the notation of this monograph, \(P(\leq x)\)) as:

\[P(\leq x) = \sum_{i=0}^{x} C_i x^{i-1} (1-\alpha)^{(x+1-i)} \gamma[i-\alpha, i, (x+i)]\]

\[+ \alpha x^{\alpha+1}\]

3.8.4 Selection of Counting Distribution

The selection of a counting distribution for a particular problem should, of course, balance the requirement for faithfulness against the degree of complexity required for a given faithfulness. In performing such a selection, it is useful to consider the statement of Underwood.
DISTRIBUTION MODELS FOR SPEEDS

While less accurate than the more sophisticated distributions that have been proposed by various workers, the virtue of the Poisson distribution is that it is relatively easy to use. Bearing in mind the various other assumptions and approximations that often must be used in road traffic calculations, it is believed that the Poisson approximation is sufficiently accurate to use for many practical problems, provided it is realized that errors increase as the volume increases.

Where traffic conditions are such that traffic is clearly not random, Table 3.12 provides a guide to the selection of an appropriate distribution where minimum complexity is desired.

3.9 DISTRIBUTION MODELS FOR SPEEDS

Inasmuch as speeds are measured on a continuous scale and the mean speed (whether space mean or time mean) will usually be a substantial distance from zero, one might think of the normal distribution as a model for speeds. Although the normal distribution is sometimes appropriate, at times the lognormal distribution is more useful.

3.9.1 Normal Distributions of Speeds

Numerous investigators have used normal distributions to represent speeds. An excellent example of the use of the normal distribution for speeds is contained in the work of Leong.\(^{42}\) He reports the results of radar speedometer measurements of free-flow speeds at 31 rural locations in Australia during three different years. When the data for passenger cars on level roads are assembled, the speed distributions are found to be normal, with the standard deviations equal to 0.17 times the respective arithmetic means. Figure 3.15 shows cumulative speed distributions at four locations; Figure 3.16 shows the same four cumulative distributions after each has been normalized \(^{a}\) by dividing each observation by the arithmetic mean for that distribution. When thus normalized, these four sets of data appear to form one generalized distribution with the standard deviation equal to 0.17 times the mean.

Several investigators,\(^{43-45}\) however, have found speed distributions to be quite skewed when a fit of the normal distribution is attempted.

3.9.2 Lognormal Model of Speeds

Haight and Mosher\(^{46}\) have pointed out that the lognormal distribution may be an appropriate model for speeds. (The details of the lognormal distribution are discussed in Appendix B-4.) Table 3.13 summarizes field observations of spot speeds at a freeway location, along with the computed theoretical frequencies from the fitted lognormal distribution. Figure 3.17 is a plot of the observed relative frequency on logarithm-probability paper.

<table>
<thead>
<tr>
<th>Range of Variance: Mean Ratio *</th>
<th>Situations Where Condition Pre-vails</th>
<th>Suggested Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1</td>
<td>Variation in mean value; cyclic fluctuation</td>
<td>Negative binomial</td>
</tr>
<tr>
<td>≈1</td>
<td>Essentially random behavior</td>
<td>Poisson</td>
</tr>
<tr>
<td>&lt;1</td>
<td>Congested flow (^b)</td>
<td>Generalized Poisson; binomial</td>
</tr>
</tbody>
</table>

* At present it is impossible to give definitive values for the ratios of variance to mean at which the Poisson distribution fails to fit. However, Figure 3.14 provides a basis for selecting the appropriate value of \(k\) in the generalized Poisson distribution. Miller\(^{11}\) points out that the variance:mean ratio increases as the length of the counting period.

\(^b\) Pak-Poy\(^{22}\) suggests that the critical volume is approximately the practical capacity as computed by the 1950 Highway Capacity Manual.\(^{11}\)

3.10 GAP (AND LAG) ACCEPTANCE DISTRIBUTIONS

The distribution of gap acceptance at intersections and freeway ramps and by pedestrians constitutes an important consideration in the computation of delays and in the design of control systems. Early investigators\(^{47}\) presented curves of percent or number accepted and percent or number rejected as rectilinear plots; the point of intersection of the acceptance and rejection curves was then termed the

\(^{a}\) In this context "normalized" is used in the engineering sense of dividing all values by the maximum or by the expected value.
Figure 3.15  Cumulative (normal) distributions of speeds at four locations.\textsuperscript{12}

Figure 3.16  Same data as Figure 3.15 but with each distribution normalized.\textsuperscript{12}

Figure 3.17  Lognormal plot of freeway spot speeds.
GAP (AND LAG) ACCEPTANCE DISTRIBUTIONS

TABLE 3.13  Spot Speeds on Interstate 94 at Prior Street Bridge, 8:30–9:00 AM, August 20, 1970

<table>
<thead>
<tr>
<th>mph</th>
<th>Observed Data</th>
<th>Theoretical Data for Lognormal Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Cumul. %</td>
</tr>
<tr>
<td>57</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>58</td>
<td>7</td>
<td>9.0</td>
</tr>
<tr>
<td>59</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td>60</td>
<td>14</td>
<td>24.0</td>
</tr>
<tr>
<td>61</td>
<td>5</td>
<td>29.0</td>
</tr>
<tr>
<td>62</td>
<td>25</td>
<td>54.0</td>
</tr>
<tr>
<td>63</td>
<td>24</td>
<td>78.0</td>
</tr>
<tr>
<td>64</td>
<td>32</td>
<td>110</td>
</tr>
<tr>
<td>65</td>
<td>13</td>
<td>123</td>
</tr>
<tr>
<td>66</td>
<td>22</td>
<td>145</td>
</tr>
<tr>
<td>67</td>
<td>9</td>
<td>154</td>
</tr>
<tr>
<td>68</td>
<td>13</td>
<td>167</td>
</tr>
<tr>
<td>69</td>
<td>4</td>
<td>171</td>
</tr>
<tr>
<td>70</td>
<td>10</td>
<td>181</td>
</tr>
<tr>
<td>71</td>
<td>0</td>
<td>181</td>
</tr>
<tr>
<td>72</td>
<td>2</td>
<td>183</td>
</tr>
<tr>
<td>73</td>
<td>1</td>
<td>184</td>
</tr>
</tbody>
</table>

"critical gap" or the "critical lag." Such a plot is shown in Figure 3.18. Blunden et al. have attempted to fit Erlang distributions to rejection curves (Figure 3.19). Other studies have indicated that the lognormal distribution constitutes a good representation of both acceptance and rejection curves (Figure 3.20).

Still others have found probit analysis (discussed in Appendix B-5) convenient for analyzing gap acceptance data (see, for instance, Robinson). Figure 3.21 demonstrates how probits can be combined with a logarithmic plot to display the distribution of gap acceptances.

In making field observations of gap acceptances and rejections, sample size difficulties arise inasmuch as each driver can reject many gaps but can accept only one gap each time he makes an acceptance and acts upon his selection. Blunden and co-workers propose two methods of treating this situation for sample size considerations.

Ashworth has demonstrated that normal field practice in observing acceptance data, as well as Blunden's method of adjustment, results in biases to the data. In recognition of these biases he proposes the following correction: The unbiased estimate of the mean of the critical gap distribution may be obtained by subtracting $s^2q$ from the 50 percentile acceptance gap.
where \( s^2 \) is the variance of the normal curve fitted to the observed data and \( q \) is the flow in vehicles/sec.

Tsongos and Wiener have found different distributions of acceptance and rejection for night than for day.

### 3.11 Summary

The statistical distributions of various traffic characteristics deal with two types of quantities. First is the *vehicle counts* or flows that mainly have discrete distributions such as Pois-
son (for low-density traffic), negative binomial distribution (for varying flows), and the generalized Poisson as well as the binomial (for congested flow). The second type are those that obey continuous distributions such as headways (exponential, shifted exponential, composite exponential, Erlang, hyper-Erlang, semirandom, and normal) and speeds (normal, lognormal, and gamma). The choice of distribution depends on how much complexity is desired as well as the behavior of the traffic.

In several of the above cases it was shown that if the vehicle count (flow) obeys a given discrete distribution the headway will obey a unique corresponding distribution. For example, if flow is purely random (Poisson), headways are exponentially distributed. Similarly, if the headways have an Erlang distribution of order $k$ (positive integer), the corresponding flow is itself a discrete event variable consisting of every $k$th event of a Poisson series. This unique correspondence, although true, is difficult to obtain under real conditions except for special cases; that is, to the discrete flow process there corresponds a continuous headway process.

Gap acceptances were found to obey either the Erlang or the lognormal distributions. Probits were useful for expressing the normal scales.
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3.14 PROBLEMS

1. Given the following data, determine the most appropriate distribution and fit it to the data. Check the goodness-of-fit with a χ² test.

Arrival on Interstate 94 at Arlington During Evening Peak Traffic

<table>
<thead>
<tr>
<th>Number of Arrivals per Interval</th>
<th>Observed Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>≥13</td>
<td>0</td>
</tr>
</tbody>
</table>

2. A sample of 100 over-all travel speeds was observed on a four-lane, undivided arterial street. The sample mean was 35.45 mph, and the standard deviation of the sample was 5.20 mph. Assume that the sample of travel speeds was taken from a normal population. (a) Find the percentages of vehicles in the population traveling between 33 and 41 mph. (b) Between what limits may the mean of the population be expected to fall for a 95 percent level of confidence? (c) Between what limits may the variance of the population be expected to fall for a 90 percent level of confidence? (d) Between what limits may the standard deviation of the population be expected to fall for a 99 percent level of confidence?

3. The driver acceptances of time gaps in the main street were observed for the traffic on the minor street controlled by a “stop” sign. For the following frequency distribution, test the hypothesis that these data represent a random sample from a normal population.

<table>
<thead>
<tr>
<th>Midvalue (sec)</th>
<th>Observed Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>2.0</td>
<td>6</td>
</tr>
<tr>
<td>3.0</td>
<td>34</td>
</tr>
<tr>
<td>4.0</td>
<td>132</td>
</tr>
<tr>
<td>5.0</td>
<td>179</td>
</tr>
<tr>
<td>6.0</td>
<td>218</td>
</tr>
<tr>
<td>7.0</td>
<td>183</td>
</tr>
<tr>
<td>8.0</td>
<td>146</td>
</tr>
<tr>
<td>9.0</td>
<td>69</td>
</tr>
<tr>
<td>10.0</td>
<td>30</td>
</tr>
<tr>
<td>11.0</td>
<td>3</td>
</tr>
<tr>
<td>12.0</td>
<td>0</td>
</tr>
</tbody>
</table>

TOTAL 1,000

4. Let x represent the number of vehicles observed per 15-sec increment. Three case studies show these results:

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{x} = 3.0 \text{ veh/int} )</td>
<td>( \bar{x} = 3.0 \text{ veh/int} )</td>
<td>( \bar{x} = 3.0 \text{ veh/int} )</td>
</tr>
<tr>
<td>( s^2 = 2.4 )</td>
<td>( s^2 = 3.0 )</td>
<td>( s^2 = 4.0 )</td>
</tr>
</tbody>
</table>

Use the Poisson, binomial, and negative binomial distributions as appropriate for the above data. Plot the three frequency functions on a single chart (use color to discriminate among functions).
Chapter 4

TRAFFIC STREAM MODELS

4.1 INTRODUCTION

Chapter 3 presented the statistical variations of various traffic characteristics about their mean values. The use of these distributions for prediction implies constant mean values. For certain types of traffic design it is desirable to make predictions based on changing mean values. In such situations it is often helpful to use a functional relationship between the mean value of the characteristic under study and some other characteristic. For instance, in the design of freeway surveillance and control systems, a curve relating flow and concentration is most helpful. Furthermore, such a curve is quite useful in defining the capacity of a facility.

The relationship among the three variables \( u, k, \) and \( q \) is called a traffic stream model. A typical model is shown in Figure 4.1. The model must be on the three-dimensional surface \( u=q/k \). Two specific points on the model can also be established: (1) As concentration approaches zero (light traffic), mean speed approaches the mean free-flow speed \( u_f \) and the flow approaches zero; (2) as concentration approaches its maximum value, called jam density or \( k_j \), speed approaches zero and flow again approaches zero.

It is usually more convenient to show the model of Figure 4.1 as one or more of the three separate relationships in two dimensions shown in Figure 4.2. These relationships are the orthographic projections of Figure 4.1. Such a presentation also shows another important feature that was not immediately obvious on Figure 4.1: At some concentration \( k_m \) and corresponding speed \( u_m \), flow passes through a maximum value \( q_m \).

4.2 SPEED–CONCENTRATION MODELS

It is an observable fact that drivers decrease their speeds as the number of cars around them increases. Some of the reasons for this are discussed in Chapter 5. Because of this close interaction between concentration (cars on the highway) and speed, and knowing both concentration and speed, from which flow can be computed, it is not surprising that early investigators explored relationships between speed and concentration. The simplest (and perhaps the most obvious) of such relationships is a linear relationship, as proposed by Greenshields.

4.2.1 Greenshields’ Linear Speed–Concentration Model

Greenshields,\(^1\) as one of the early investigators of traffic characteristics, proposed a linear relationship between flow and concentration that is usually expressed

\[
u = u_f (1 - k/k_j)
\]

where \( u_f \) is the free-flow speed and \( k_j \) is the jam density. This model is simple to use and several investigators have found good correlation between the model and field data. (See, for instance, Figure 4.3, which shows results found by Huber.\(^2\)) For various theoretical and practical reasons, however, other models have found greater acceptance.

4.2.2 Logarithmic Speed–Concentration Models

Greenberg,\(^3\) using a theoretical background (discussed in Chapter 7), has postulated a speed–concentration model of the form

\[
u = u_m \ln(k_j/k)
\]

where \( u_m \) is a constant that will be shown (section 4.3) to be the speed at maximum flow. Greenberg found good agreement between this model and field data for congested flows (Figure 4.4). This model, however, breaks down at low concentrations, as may be seen by letting \( k = 0 \) in Eq. 4.2.

Underwood\(^4\) has demonstrated a model of the form

\[
u = u_f e^{-k/k_m}
\]

at low concentrations (Figure 4.5). In Eq. 4.3, \( k_m \) is the concentration at maximum flow.
This model has shortcomings in that it does not represent zero speed at high concentrations. In sections 4.3.2 and 4.3.2.1 it is shown that for Eq. 4.2 \( k_m = k_f / e \), whereas for Eq. 4.3 \( u_m = u_f / e \).

4.2.3 Generalized Single-Regime Speed–Concentration Models

Recently, Pipes and Munjal\(^{5,6}\) have described a general family of speed–concentration models of which the linear model is a special case. Drew\(^7\) has described a family of models of which Greenberg's logarithmic model is a special case. Other families result from car-following analyses.

4.2.3.1 Pipes–Munjal Models. Pipes and Munjal\(^{5,6}\) have proposed a family of models of the form

\[ u = u_f [1 - k/k_f]^n \quad (4.4) \]

where \( n \) is a real number greater than zero. Three conditions of this model \((n < 1, n = 1, n > 1)\) are illustrated in Figure 4.6. It will be seen that for \( n = 1 \) the relationship reduces to Greenshields' model.

4.2.3.2 Drew Models. Drew\(^7\) has proposed a family of models of the form

\[ \frac{du}{dk} = u_m k^{(n-1)/2} \quad (4.5) \]

where \( n \) is a real number. When \( n = -1 \), Eq. 4.5 can be solved to yield Greenberg's model.
4.2.3.3 Car-Following Models. In Chapter 6 the methods of car-following analysis are introduced, including parameters \( m \) and \( \ell \). Figure 4.8 shows how different speed-concentration models can be obtained by manipulating these parameters. Figure 4.9 lists the more important models of this family.

4.2.3.4 Bell-Shaped Curve Model. Drake et al.\(^5\) have proposed use of the bell-shaped or

normal curve as a model of speed-concentration using the form

\[
\mu = \mu_f e^{-\frac{1}{2} \left( \frac{b}{km} \right)^2} \tag{4.6}
\]

4.2.4 Multiregime Speed–Concentration Models

As noted in Section 4.2.2, Greenberg's model is useful for high concentrations but not for low concentrations; conversely, Underwood's model is useful for low concentrations but not for high concentrations. Additional
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weight is added to this argument by noting that the high-congestion portion of the model usually represents cars accelerating from a jam condition and taking into account Forbes' \(^{10-12}\) finding that cars have a different speed and acceleration after a slowdown caused by congestion.

4.2.4.1 Edie's Model. Edie \(^{13}\) has described a model that is a composite of Eqs. 4.2 and 4.3, where Eq. 4.3 is at low concentrations and Eq. 4.2 at high concentrations. When normalized speed is plotted against normalized concentration, the two models become tangent in the midrange of concentration (Figure 4.10).

![Graph showing speed vs. density for inside and outside lanes](image)

- **Inside Lane**
  - Speed (mph)
  - \( S = 34.17 - 0.2124D \)
  - \( R = 0.96 \)

- **Outside Lane**
  - Speed (mph)
  - \( S = 38.05 - 0.2416D \)
  - \( R = 0.97 \)

**Figure 4.3** Study showing high correlation coefficient between field data and linear model for speed vs. density.\(^5\)
Figure 4.4 Greenberg's speed-concentration model for Merritt Parkway.

Figure 4.5 Underwood's speed-concentration plot for Merritt Parkway.

Figure 4.6 Family of speed-concentration models proposed by Munjal and Pipes.

Whereas Edie combined two theoretical models at a point of tangency, several other investigators started with one theoretical model and added relatively arbitrary modifications.

4.3.4.2 Underwood's Two-Regime Model. Underwood adapted Eq. 4.3 by making the modification shown in Figure 4.11.

4.2.4.3 Dick's Model. In developing a model to represent urban traffic, Dick as-
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Figure 4.7 Illustration of Drew's family of speed-concentration models.

Figure 4.8 Example of car-following models of speed-concentration, showing effect of varying parameter $l$.

4.2.4.4 Fitting Multiregime Models. May and Keller have discussed methods for fitting multiregime models.

4.2.5 Summary

Figure 4.13 summarizes several types of speed-concentration models.

4.2.6 Field Measurements

Most investigations of the characteristics of traffic have been performed in field situations where the investigator could select only the site and the time at which observations were made. Wardrop, however, has reported results from controlled experiments conducted at the (British) Road Research Laboratory. These tests have shown that the relationship between speed and concentration depends on the radius of the road section. Figure 4.14 shows a plot for straight sections (infinite radius).
### 4.3 FLOW–CONCENTRATION RELATIONSHIPS

Early studies of highway capacity followed two principal approaches. Some investigators examined speed–flow relationships at low concentrations; others discussed headway phenomena at high concentrations. Lighthill and Whitham have proposed use of the flow–concentration curve as a means of unifying these two approaches. Because of this unifying feature, and because of the great usefulness of the flow-concentration curve in traffic control situations (such as metering a freeway), Haight has termed the flow–concentration curve “the basic diagram of traffic.”

Some important features of the flow–concentration ($q-k$) diagram may be summarized as follows:

1. In the absence of concentration there can be no flow; thus the curve must pass through the origin. Furthermore, if space mean speed is taken as the ratio $q/k$, the slope with which the curve leaves the origin is the freeflow speed. (Note that this is the maximum slope of the curve.)

2. It is an observable fact that it is possible to have high concentrations with no flow where the leader of a stream has stopped and followers have thus been forced to stop. This may be seen in queues at traffic signals; under certain situations it can also be seen on freeways; and although it occurs at many other situations, the two cited examples are best

<table>
<thead>
<tr>
<th>$m$</th>
<th>$m = 0$</th>
<th>$m = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l = 0$</td>
<td>$u = \frac{s}{k} \left( \frac{1}{k_j} \right)$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$s = a \text{ constant}$</td>
<td>–</td>
</tr>
<tr>
<td>$l = 1$</td>
<td>$u = u_m \ln \left( \frac{k_j}{k} \right)$</td>
<td>–</td>
</tr>
<tr>
<td>$l = 1.5$</td>
<td>$u = u_f \left[ 1 - \left( \frac{k_j}{k} \right)^{1/2} \right]$</td>
<td>$u = u_f e^{-k/k_m}$</td>
</tr>
<tr>
<td>$l = 2$</td>
<td>$u = u_f \left[ 1 - \left( \frac{k_j}{k} \right) \right]$</td>
<td>$u = u_f e^{-\frac{1}{2} (k/k_m)^2}$</td>
</tr>
<tr>
<td>$l = 3$</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 4.9 Matrix of speed-concentration models from car-following analysis.

Figure 4.10 Normalized speed vs. normalized concentration for Eqs. 4.2 and 4.3.

Figure 4.11 Rectilinear plot of Figure 4.3.
known. Thus, the curve must have a point representing maximum (jam) concentration with zero flow.

3. Inasmuch as there are observable flows at intermediate concentrations, there must be one or more points of maximum flow between the two zero points.

4. It is not necessary for the \( q-k \) curve to be continuous.

Lighthill and Whitham have discussed phenomena of shock waves and other topics related to flow–concentration relationships, which are covered in Chapter 7. Several of the characteristics of the flow–concentration curve (as defined by Lighthill and Whitham) however, are useful at this point, and have conveniently been summarized by Edie and Foote (Figure 4.15). Figure 4.15 illustrates the characteristic measurements representing vehicles traveling with an average speed of 25 mph, at a flow rate of 1,200 vehicles/hr and a concentration of 48 vehicles/mile/lane. For any point on the curve the slope of the radius vector represents the average speed, and the slope of the tangent represents the velocity of propagation of small changes of flow. In Figure 4.15 the jam density (concentration) is shown as 279 vehicles/mile, the maximum flow as 1,400 vehicles/hr. The scale on the right shows average headway in seconds as computed by the relationship

\[
h = \frac{1}{q/3,600} \tag{4.7}
\]

Edie and Foote emphasize the importance of the flow–concentration curve as a means for showing headway and speed in addition to flow and concentration.

4.3.1 Parabolic Flow–Concentration Model

If Greenshields' (linear) speed–concentration model is adopted, a parabolic flow–concentration model results (Figure 4.2). The characteristics of this model can be developed as follows:

\[
q = k u = k u_t (1 - k/k_j) = u_t k - \frac{u_t k^2}{k_j} \tag{4.8}
\]

Differentiating Eq. 4.8, setting \( dq \over dk = 0 \) to obtain conditions for maximum flow, and defining \( q_m = \) maximum flow, \( k_m = \) concentration at maximum flow, and \( u_m = \) speed at maximum flow,

\[
k_m = k_j/2 \quad u_m = u_t/2 \quad q_m = u_t k_j/4 = u_m k_j/2
\]

![Figure 4.12 Dick's \( q^* \) speed-concentration model for urban traffic. (Note logarithmic scale for density.)](image-url)
4.3.2 Logarithmic Flow–Concentration Model

If Eq. 4.2—the Greenberg logarithmic model of speed–concentration—is used, the flow–concentration model becomes

\[ q = k \ u = k \ u_m \ e^{\ln(k_j/k)} \]  \hspace{1cm} (4.9)

Again using differentiation to obtain conditions for maximum flow,

- \[ k_m = k_j/e \]
- \[ u_m = u_m \]
- \[ q_m = u_m \ k_j/e \]

Note that in this model \( u_m \) is a parameter; that is, \( u_m \) is specified and determines the other characteristics. Figure 4.16 shows such a model fitted to field data. (Measurements that result in a curve including the portion for high concentrations must be taken at a bottleneck.)

Figure 4.13  Drake, Schofer, May 9 summary of speed-density hypotheses.
Figure 4.14 Speed-concentration curve for straight track at British Road Research Laboratory.

Figure 4.15 Characteristics measurable from the flow-concentration diagram assuming a continuous relationship with one maximum.
FLOW–CONCENTRATION RELATIONSHIPS

Figure 4.17 shows a normalized logarithmic flow–concentration diagram in which all concentration values have been divided by the jam concentration, and all flow values have been divided by \( u_m k_j \), or the product of the jam concentration and the speed at maximum flow. The normalized maximum flow value is \( 1/\epsilon \) and the concentration at the time of maximum flow is \( 1/\epsilon \).

In Underwood's logarithmic model for Eq. 4.3,

\[
q = k_m u_t \exp(-k/k_m) \quad (4.10)
\]

where \( q_m = k_m u_t / \epsilon \), \( u_m = u_t / \epsilon \), and \( k_m = k_m \).
Here, \( k_m \) is a parameter.

4.3.3 Discontinuous Flow–Concentration Models

Edie \(^a\) has pointed out that traffic behavior appears to be different at high concentrations and at low concentrations, and has introduced the idea of two speed–concentration models. Two speed–concentration curves can lead to two flow–concentration curves as shown in Figure 4.18. There are ample experimental data to indicate that there may in fact be two types of behavior of traffic—one upstream from the bottleneck (or before the bottleneck reaches capacity) and another when the capacity of the bottleneck has been exceeded. (See section 4.3.5.1.)

4.3.4 Special Flow–Concentration Models

Whereas most stream flow models are used to describe one-lane flows, it is possible to develop models describing the total flow on one roadway of a freeway. Figure 4.19 shows a flow–concentration model describing three lanes of a freeway.

4.3.5 Applying Flow–Concentration Models

The flow–concentration representation of the traffic stream is frequently used in studying
capacity and in controlling flows on freeways. More details are given in Chapter 7. The following paragraphs give two examples of such applications.

4.3.5.1 Traffic Flow at a Bottleneck. A bottleneck is a section of roadway having a capacity that is less than that of the section of road leading up to it. Figure 4.20 shows flow-concentration curves for the highway and for the bottleneck. The capacity of the highway may be taken as the point of maximum flow on the curve for the highway; the capacity of the bottleneck is indicated by point 1. As the highway flow approaches the capacity of the bottleneck, operation switches to the right-hand side (point 2) of the highway curve. Any slight increase in arrival flow above the capacity of the bottleneck causes the formation of a queue, and a wave of increasing density is transmitted rearward with a speed $\Delta q/\Delta k$.

4.3.5.2 Freeway Control. In several parts of the United States it has been found important to establish control systems in order to operate freeways at maximum efficiency. The tactics of such control systems are to sense critical situations in the freeway flow and then to control the actions of cars seeking to enter the freeway via nearby entrance ramps. The

![Discontinuous flow-concentration curve](image1)

Figure 4.18 Discontinuous flow-concentration curve.\textsuperscript{13}

![Flow-concentration (volume-density) model for three-lane section of freeway](image2)

Figure 4.19 Flow-concentration (volume-density) model for three-lane section of freeway.\textsuperscript{33}
most basic of such control systems limit the entrance rate when the freeway flow is near capacity. Concentration has been found to be a good estimator of the flow/capacity ratio. This is partly because concentration increases in a monotonic manner during periods of increasing flow; that is, concentration does not decrease until after the end of the peak period. To control the facility represented by Figure 4.19, it would be necessary to keep the combined concentration in the three lanes at or below about 150 vehicles/mile. At present, there is no good on-line instrument to measure freeway concentration (density) directly (although in certain tunnels it is possible to provide direct concentration measurement \(^4\)). Thus, lane occupancy is used as an estimate of lane density or concentration. References \(^{37-42}\) provide advanced methods of estimation.

4.4 SPEED-FLOW MODELS

As pointed out in section 4.2, once a speed-concentration model has been determined, a speed-flow model can be determined from it. In all realistic speed-concentration models, the free-flow speed at zero concentration is the maximum attainable speed. (See Figure 4.13.) Thus, the highest point on the speed-flow curve will be the point at free-flow speed and zero flow. Inasmuch as the flow values are the products of the corresponding speed and concentration values, there will be a second point of zero flow, corresponding to zero speed (maximum concentration). Thus, regardless of the shape of the speed-concentration curve, the speed-flow curve will have one point at the origin and one point on the speed axis at the maximum value of speed. Between zero and maximum speeds, the diagram will form some type of loop toward maximum flow. If the speed-concentration curve is a straight line, as suggested by Greenshields, the resulting speed-flow curve is a parabola (Figure 4.2). Other shapes are associated with other speed-concentration curves. (Creighton \(^5\) has presented a qualitative description of the way in which various portions of the speed-flow diagram come about.)

Some early investigators (e.g., Walker \(^6\)) postulated a linear relationship between flow and speed out to maximum flow, with a curvilinear segment between maximum flow and the origin (Figure 4.21). An extreme case is the model developed by the (British) Road Research Laboratory (Figure 4.22). Here the speed is taken as constant for a substantial range of flow that finally breaks to a linear decrease of speed with increasing flow. Here road width was an important parameter.

In the experimental speed-flow curves of Figures 4.23, 4.24, 4.25 roadway radius of curvature is shown to be an important parameter.
The Highway Capacity Manual \(^{44}\) defines "level of service" and suggests its use in the design and evaluation of facilities. May \(^{28}\) has proposed the use of speed-flow curves for establishing levels of service for traffic flow (Figure 4.26).

---

**Figure 4.21** Speed-flow model adopted by U.S. Bureau of Public Roads.\(^{26}\) Relation between average speed of traffic and traffic volume on a two-lane highway having a possible capacity of 2,000 vehicles per hour under favorable operating conditions.

**Figure 4.22** Speed-flow model developed by British Road Research Laboratory.\(^{27}\)
4.5 TRAVEL TIME RELATIONSHIPS

Although much attention has been given by various investigators to speed-concentration, speed-flow, and flow-concentration relationships, relatively little attention has been devoted to travel time-flow relationships. Rothrock and Keefer\(^{29}\) empirically demonstrated the form of travel time-flow relationships (Figure 4.27). Guerin\(^{30}\) has proposed empirical boundary curves representing travel time-volume (flow) and travel time-density (concentration), including percentage contours, as shown in Figure 4.28. Weinberg et al.\(^{31}\) and Greenberg and Crowley\(^{32}\) have also discussed travel time relationships.

4.5.1 Travel Time Models

Haase\(^{33,34}\) has proposed freeway travel time models having the form

\[
t_i = n_i \left[ \frac{1}{q_1} - \frac{1}{q_0} \right] + \frac{d}{u} + n_i \left[ \frac{1}{q_2} - \frac{1}{q_1} \right] \tag{4.11}
\]

where 
- \(t_i\) = total trip time for the \(i\)th car;
- \(n_i\) = the \(i\)th car to arrive on the on-ramp queue;
- \(q_0\) = the average arrival rate at the on-ramp queue;
- \(q_1\) = the average departure rate from the on-ramp queue;
- \(q_2\) = the average departure rate from the off-ramp queue;
- \(u\) = effective steady-state velocity of the \(N\) cars on the freeway; and
- \(d\) = distance traveled on the freeway.

Haase summarizes all trips for the facility and produces curves such as Figure 4.29.

4.5.2 Other Models Involving Travel Time

Smeed\(^{35}\) has discussed a special situation in which drivers delay starting their trips in order to minimize travel time. He has developed a model that includes the fraction of
the central business district (CBD) area devoted to streets:

\[
\bar{T} = t/2 + \left( \frac{7.409}{10^4} \right) A^{1/2} \left[ 1 - n/33tA^{1/2} \right]^2
\]  

(4.12)

where \( \bar{T} \) = average journey time measured from the time the first vehicle enters the CBD;

\( t \) = period over which entries to the CBD are spread;

\( n \) = number of vehicles entering CBD during period \( t \);

\( A \) = area of CBD in square feet; and

\( f \) = fraction of CBD area devoted to streets.

A plot of this model is given in Figure 4.30.

Wardrop,27 in his classic paper, postulated two principles concerning travel time by regular users over several alternate routes. In such situations regular users will distribute themselves over the various routes so that:

1. The journey times on all routes actually used are equal, and less than those which would be experienced by a single vehicle on any unused route.

2. The average journey time is a minimum.

In transportation planning, the expression

\[
T = T_{\min} \left[ 1 + 0.15 \left( \frac{q}{q_m} \right)^4 \right]
\]  

(4.13)
Figure 4.26 Use of speed-flow (speed-volume) curve to establish levels of service.20

Figure 4.27 Form of empirical travel time-flow relationships for observation intervals of various durations.26
is sometimes used when estimating travel time as a function of volume,\(^{36}\)

where \(T = \) the travel time for a particular flow,

\[ q_m = \text{the maximum flow or capacity of the facility; and} \]

\[ T_{\text{min}} = \text{the minimum travel time.} \]

4.6 SUMMARY

Although the speed–concentration–flow relationship is three-dimensional in reality, it is often treated by using one or more of its two-dimensional orthographic projections. From a causation viewpoint, the speed–concentration relationship appears to be most fundamental in that drivers appear to adjust their speeds according to the concentration of the traffic around them. The flow–concentration relationship is generally the most useful because it unifies various theoretical ideas, and it provides relationships for traffic control activities.

A variety of speed–concentration, flow–concentration, and speed–flow models has been presented. The model(s) selected for a specific application must depend on the particular situation and purpose of the analysis. In the absence of a strong reason to the contrary, the simplest appropriate model should be considered. In Chapter 7 an example is presented of traffic behavior at a signal in which solutions are obtained using both linear and logarithmic speed–concentration models. Which result is better depends on local characteristics and judgment.

4.7 REFERENCES

Figure 4.29 Minimum average total travel time for 1,000 cars as a function of distance when $q_0 = 30$ cars/min.
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4.8 RELATED LITERATURE


4.9 PROBLEMS

1. For the speed–concentration model of Figure 4.12, compute the coordinates and plot curves of speed–flow and flow–concentration on rectilinear graph paper.

2. From the flow–concentration curve of Figure 4.19, use radius vectors to obtain speeds and plot a speed–flow curve.
Chapter 5

DRIVER INFORMATION PROCESSING
CHARACTERISTICS

5.1 INTRODUCTION

Model representation of traffic behavior indirectly deals with human behavior. Several
traffic flow models to be discussed in later chapters contain parameters used to account for
various characteristics of the driver in the driver–vehicle system. Some models deal with
traffic as a deterministic phenomenon even though the driver portion of the system, at least,
is highly stochastic.

Although the whole field of human factors in traffic could, of course, be the subject of a
very lengthy treatise, such as that by Forbes,\(^4\) it is hoped that this chapter will provide some
insight into the way drivers receive and use information and that this knowledge can then be
applicable in various traffic flow models. It should be borne in mind that driver actions are
highly stochastic, but that it is often possible to represent stochastic data either by expected
values or by worst cases.

The discussion starts with a brief examination of the driving task and its information
requirements. Then the ways in which a driver receives and processes information are ex-
amined. Finally, several miscellaneous items of driver behavior are considered.

5.2 NATURE OF THE DRIVING TASK

The principal goal of the driver is to guide his vehicle from origin to destination in a safe
manner. He may have some additional goals such as arriving at his destination at the earliest
possible time; he may also have certain goals concerning the environment through which he
passes during his trip. At various points in the trip there may be special subtasks (e.g.,
parking).\(^1\)

The task of accomplishing the driver's goals may be broken down into categories of
action: perception, judgment, decision, and control.\(^2,4\) The driver's control actions are
limited to control of acceleration (braking and accelerating) and control of heading (steering
or tracking).

The tracking or steering subtasks can be described in terms of a servo system (Figure
5.1) and several authors have proposed various models to describe the driver's actions as part of
the servo loop.\(^2,4\) To accomplish his steering function the driver attempts:

1. To select a reference (point, line, angle, curve, etc.) from which to determine
the vehicle misalignment or deviation (i.e., error).
2. To detect such errors.
3. To establish an error criterion.
4. To respond to the detected error (via the steering wheel) in such a manner as to
maintain the vehicle within the established criterion limits throughout the duration of the
steering task.

The acceleration control subtask consists of detecting differences in velocity and/or spac-
ing and taking actions that will prevent unsafe conditions and fulfill both the driver's goal of
proceeding at a particular speed and such other goals as he may have.

5.2.1 Driver Information Needs

The information needs of the driver vary with the portion of the trip and the immediate
maneuver to be accomplished. The trip may start with a planning phase in which macro-
information provided by maps, weather reports, and road conditions is required. Once the driv-
ing has started, however, information comes from observations of the roadway, other traffic,
signs and signals, and instruments. Generally, cues to the driver may be visual, auditory,
tactile, kinesthetic, and even olfactory, but by far the most important sense is visual. This is
followed by hearing, the ability to sense accelerations, and the ability to sense vibrations.
Some characteristics of these senses are given in Table 5.1. (At one time auditory cues were
an important source of information to the driver. However, with the present trend to
make cars very quiet and to drive with the
windows closed and air conditioning on (and perhaps a radio or tape player operating), many auditory cues cannot be heard.)

The behavior of the driver can be likened to the observer who must scan several displays. The driver, in addition to watching the roadway, must watch the car ahead and the cars in adjacent lanes; he must scan one or more rearview mirrors and from time to time must check the instrument panel. At times it is necessary to actively scan the roadside area for directional signs and other information such as landmarks. In many situations the driver must perform a filtering function to extract the information needed from the surrounding features (visual noise). Thus, it is important to study the ways the driver processes and responds to the information at hand.

5.3 HUMAN RESPONSE TO STIMULI

The human response to various stimuli varies with the type of stimulus and the level of the stimulus (intensity and/or frequency) with respect to the related threshold value. Furthermore, because each stimulus results in the transmission of certain information to the brain, response may be moderated by the simultaneous receipt of other information. As in any instrument system, the human system contains an inherent transmission delay between the stimulus and the response. Also, a finite time is required to process information. The processing time is added to the transmission time to create a total reaction time to the various stimuli.*

* Private communication from S. F. Hulbert.
5.3.1 Simple Response Models

The ability of an observer to detect a stimulus is often stated by giving the threshold for the specified stimulus.\textsuperscript{13} The (absolute) threshold may be defined as that amount of energy that will result in the correct identification of the signal 50 percent of the time. More recent research has used the "detection-effectiveness parameter." Another (relative) measure of stimulus is the "just noticeable difference" (JND). This has led to Weber's law, which may be stated \textsuperscript{\dagger}

\[ JND = \Delta s / s = \text{constant} \]

where \( s \) is the previous stimulus energy value and \( \Delta s \) is the change in stimulus energy level. Experiments have shown that this relationship is a good approximation over about 99.9 percent of the usual range of sensory perception.

Based on Weber's law, Fechner suggested a generalization:

Magnitude of sensation

\[ = k \log (\text{magnitude of stimulus}) \]

A more accurate function was developed by Stevens.\textsuperscript{12, 11}

\[ \psi = k (\phi - \phi_0)^n \]

where \( \psi \) = sensation magnitude; \( \phi \) = stimulus magnitude; \( k \) = a constant; and \( n \) = an exponent for a given sense area (e.g., vision, hearing).

5.3.2 Driver as Sampled-Data System

In observing any object to extract information, it is necessary for a person to fixate his view on one portion at a time. Thus, normal viewing is a process of sampling data. Further-
more, because the driving task requires observing not only the roadway but also other targets and displays, the sampling nature is increased. Figure 5.2 shows histograms of fixations in normal traffic and while passing. Bekey has investigated some of the phenomena associated with humans as data samplers. Some experiments to determine the characteristics of this sampling process have been conducted by Senders et al.; these results are discussed in Section 5.3.4.

### 5.3.3 Driver Information Processing

Tasks, such as driving, can be thought of as responses to information-containing stimuli. It is convenient to quantify this information by the number of “bits” it contains; i.e., the number of mutually exclusive decisions that must be made to correctly execute the task. Driving involves stimuli that are continuously changing; hence, it presents the driver with a flow of information in bits per second. If this rate is slow enough, drivers can respond correctly and process all information presented to them. Drivers, however, are limited in their capacity for processing information. If the rate of information presentation exceeds this capacity, the excess will not get processed and may even confuse the driver. Thus, the driving environment should not present information at a rate that exceeds the information processing capacity of drivers.

The driver is considered to have a single information channel of fixed capacity in which tasks are linearly additive. (Several studies undertaken to measure the capacity of this channel are discussed in the following paragraphs.) Interestingly, the level to which a driver is stimulated can have a beneficial effect up to a certain point, but thereafter further stimulation can degrade his performance.

### 5.3.4.1 Short-Viewing-Interval Experiments

Experiments reported by Szafran using short viewing intervals have demonstrated the limits of the human information processing ability. As the amount of information in-
<table>
<thead>
<tr>
<th>Wavelength or Frequency Range</th>
<th>Wavelength or Frequency Discrimination</th>
<th>Maximum Information Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative</td>
<td>Absolute</td>
</tr>
<tr>
<td>300 nm</td>
<td>Approx 128 discernible hues at moderate intensities</td>
<td>12–13 hues</td>
</tr>
<tr>
<td>Unlimited</td>
<td>At intensities with duty cycle of 50% approx 50 interruptions per sec</td>
<td>At moderate intensities with 50% duty cycle, 375 rates between 1 and 43 interruptions per sec</td>
</tr>
<tr>
<td>20 Hz</td>
<td>Between 20 and 20,000 Hz at 60 db approx 1,800 discernible steps</td>
<td>4 or 5 tones</td>
</tr>
<tr>
<td>Unlimited</td>
<td>At moderate intensities with 50% duty cycle approx 2000 Hz</td>
<td>At moderate intensities with 50% duty cycle 460 steps in range of 1–45 interrupts/sec</td>
</tr>
<tr>
<td>Unlimited</td>
<td>Unknown but reported as high as 10 kHz</td>
<td>Between 1 and 320 Hz 180 discernible steps</td>
</tr>
<tr>
<td>Unlimited</td>
<td>Unknown but reported as high as 10 kHz</td>
<td>Between 1 and 320 Hz 180 discernible steps</td>
</tr>
</tbody>
</table>

* Source of data: References 7, 8, 9, 10

Increases, or when there is divided attention or unwanted or excessive information (visual noise), the additional information may be only marginally processed. The results are illustrated in Figure 5.3.

5.3.3.2 Measuring the Spare Mental Capacity of Drivers. Brown and Poulton ⁵² have described experiments by which they sought to measure the spare mental capacity of drivers under certain tasks. Although they demonstrated a method, they did not obtain a specific rate in bits per second.

5.3.3.3 Drivers' Channel Capacity Related to Accident Experience. Groups of drivers having high and low accident incidences and high and low violation experiences were tested to determine, by measuring decision time, their abilities to process information (Table 5.2). It will be noted that the subjects with high accident rates had a very low information processing capacity. One unexpected result of the experiments is that drivers with zero accidents but a high number of violations had the highest information processing capacity. Ferguson ²³ offers the following interpretation:

Possibly those individuals with many violations are involved in more critical situations due to their driving habits; but they still avoid accidents because their information processing capability is not overloaded (they have large channel capacity).

**TABLE 5.2 Average Information Processing Ability of Subjects With and Without Violations and With and Without Accidents**

<table>
<thead>
<tr>
<th></th>
<th>Bits per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zero Violations</td>
</tr>
<tr>
<td>Zero accidents</td>
<td>26.09</td>
</tr>
<tr>
<td>High accidents</td>
<td>21.13</td>
</tr>
</tbody>
</table>

* From Ferguson ³⁹
5.3.4 Models of Driver Information Processing

An interesting experiment directly related to the information processing capacity of drivers has been reported by Senders and Ward. The experimental program consisted of observing the relationship between a driver's maintained speed and the amount of time his vision was interrupted. Interruption was accomplished by dropping an opaque visor over the eyes of the driver for varying lengths of time.

In one variation of the experiment the frequency and duration of viewing time was fixed while the driver adjusted his speed to the amount of information he received. In a second variation the driver maintained a constant speed but varied the frequency of viewing time. Two types of roadway were used: an unopened segment of I-495 in Massachusetts was considered an "easy" road for driving; the other, a closed-circuit sports-car course, was considered difficult.

Senders and co-workers developed a model of information based on the assumption that the road had a certain number of information bits per mile. The faster one travels, the more bits he must process per unit of time. If the driver were to see the road only at fixed intervals, he would develop uncertainty about his position on the road and what events have appeared on the road since his last observation. For a given sampling rate of information it can be hypothesized that a driver will adjust his "maximum" speed to prevent the uncertainty between samples from becoming too great. (Under normal driving situations it is observed that a driver tends to other tasks while driving, such as tuning radios, lighting cigarettes, reading signs, and talking to passengers.)

Consider the situation in which a driver's vision is periodically occluded, as shown in Figure 5.4:

At \( t = T \), vision is unobstructed and the driver absorbs information. The maximum amount of information is in store at \( t = 0 \). Vision is obstructed for the following \( T_a \) seconds [Figure 5.4], during which time the store of information continually diminishes. The minimum amount of information is in store at
The following assumptions and derivations of a driver-information processing model are made:

1. The driving situation is in the steady state. The vehicle proceeds at a constant velocity \( V \) miles/sec; the timing of looks is periodic such that vision is allowed for \( T_1 \) sec and occluded for \( T_d \) sec.

2. The road has a constant information density of \( H \) bits/mile.

3. The information density of the driver's stored image is \( H e^{-x/D} \) bits/mile, where \( D \) is a weighting factor in miles and \( x \) is the distance from the start of occlusion.

4. The period of view is sufficient for the driver to absorb all the information available. The amount of information stored at \( t = 0 \) is \( H D \) bits.

5. Information is forgotten at the rate of \( I_r(t)/F \) and becomes obsolete at the rate of \( I_r(t)/B/D \) bits/sec. The amount of information in storage \( t \) sec after the onset of occlusion is \( H D e^{-(V/D+1/F)t} \) bits, where \( I_r \) is the bits of information stored, \( F \) is the time constant (sec), and \( V \) is speed (miles/sec).

The driver is assumed to adjust his velocity (or the occlusion time) so that his uncertainty \( U(T_d) \) at the end of occlusion is less than some critical value \( U_c \).

The uncertainty is made up of two elements: (1) uncertainty about the road and (2) uncertainty about the vehicle position and orientation of the vehicle. With the introduction of uncertainty, the model of driver behavior becomes

\[
U(T_d) = H \cdot D[1 - e^{-(V/D+1/F)}] + K_n V^2(T_d)^{3/2} \leq U_c
\]  

where \( K_n \) includes the power density spectrum related to drivers' uncertainty about vehicle position, as well as other scaling factors; other variables are as previously defined.

In the first experiment, on an unopen section of I-495, drivers were given views of the roadway of 0.25-, 0.50-, or 1.0-sec duration. Between views the occlusion time was varied from 1.0 to 9.0 sec, and drivers were expected to adjust speed to reflect the information received.

When Eq. 5.1 was calibrated against observed driving data on the highway, the following ranges of results were obtained from five different drivers (viewing time = 0.50 sec):

\[
H = \text{information bits per mile} \quad 12.0-34.0
\]
A listing of all of the model parameters for the six drivers is given in Table 5.3.

In general, the results of the experiments, using two different modes of operation and two different classes of roads, indicated that the less frequent the observations, or the shorter the period of observation, the slower will be the speed that the driver can maintain. Conversely, the greater the level at which the speed is fixed the more often a driver must look at the road. Differences between the two roads were modifiers in which the more complicated road required lower speeds for constant viewing and occlusion time or more frequent viewing for constant speed and viewing time.

Verification of adequacy of the information driving model suggests that trained drivers might be used to identify and quantify excessively demanding road configurations and that this technique might be used on "calibrated" roadways to make a preliminary classification of drivers in terms of skill level.

### 5.3.5 Driver Perception–Response Time

One of the important measures of driver response to information received is his reaction time. The best known of these responses is brake reaction time.

In early experiments brake reaction times were measured in the laboratory, and the results listed values that are now considered relatively short. Recent experiments in real traffic have produced brake reaction times that may be considered more reliable.\(^{24}\) In these experiments the time measured represented the sum of the perception time (time to perceive the need for braking) and the time to move the foot from the accelerator to the brake pedal. Some drivers were tested under conditions of both surprise and limited anticipation. A large group was tested under limited anticipation alone (Figure 5.5). To correct for surprise, results in Figure 5.5 should be multiplied by 1.35. For surprise situations, then, the median is 0.9 sec, with 10 percent of the reactions at 1.5 sec or longer.
5.4 DETECTING VELOCITY DIFFERENCES IN CAR FOLLOWING

One of the most important driver tasks from the viewpoint of traffic flow theory is detection of differences of velocity between the lead car and that which the driver operates. Michaels \(^25\) has given one approach to quantifying this task; his work is discussed later. Another approach to the problem is the ability of the driver to detect acceleration. Under general conditions, the human thresholds for sensing acceleration are \(^8\) linear–horizontal (12–20 cm/sec\(^2\)), linear–vertical (4–12 cm/sec\(^2\)), and angular (0.2 degrees/sec\(^2\)).

For car following at night, Todosiev and Fenton \(^26\) found the velocity threshold generally to be smaller than the corresponding day threshold.

An important aspect of velocity detection is the reaction or latency time. Braunstein and Laughery \(^27\) have measured response latencies of drivers in detecting accelerations and decelerations of the lead car (Figure 5.6). Hoffmann \(^28\) has proposed a model for latency as follows:

\[
t = \left[ \frac{\ell}{4(1 \pm \frac{1}{3} |a|)} \right]^{1/2}
\]

(5.2)

where

- \(t\) = latency time;
- \(|a|\) = magnitude of acceleration in ft/sec\(^2\);
- \(\ell\) = vehicle separation in ft.

The minus sign represents acceleration: the plus sign, deceleration.

Field observations have led Lee and Jones \(^29\) to make the following statement:

The mean time lag for the queue-forming condition is less than that for the queue-releasing condition. In the queue-forming condition the driver of the following car must make quick decisions to avoid collision as the following car gets nearer to the vehicle ahead. In the queue-releasing condition there is less urgency for decisive action.
5.4.1 Estimated Driving Speed

Estimating the speed actually being driven is a problem related to velocity differences in car following. Experiments have shown that a driver’s estimate of his speed depends on the speed at which he has been traveling previously. Denton has stated, “Drivers underestimate their speed when decelerating and overestimate it when accelerating.” Beers and Hulbert have found that accuracy of speed estimation increases with age, but that older drivers tend to underestimate speed while younger drivers overestimate.

5.4.2 Behavior in Platoons

Forbes has derived the flow–concentration curve from driver characteristics. The curves on the left of Figure 5.7 would result if drivers maintained the same speed as concentration increases. At low concentration where cars do not interfere with each other, flow would increase linearly with concentration. If there is one car per mile moving at 25 mph, the flow is 25 cars per hour. If concentration is doubled to two cars per mile, flow is also doubled (in this case to 50 cars per hour). It may be seen from Figure 5.8 that Forbes predictions are validated by actual traffic flow data from tunnels and expressways. However, as concentration increases, the driver is increasingly impeded by congestion, and flow departs progressively from the predicted lines.

Forbes predictions of flow based on fixed reaction time headways are shown in the negatively sloped portions of the flow–concentration curves. As concentration increases, drivers move more slowly to preserve reaction time headway. (Haight, Bisbee, and Wojcik have shown that the driver cannot reduce time headway below man–machine reaction time if the risk of collision with the car ahead is to be avoided. The derivation assumes that the driver’s braking is as effective as that of the driver in front.) For example, if concentration increases from 120 cars to 240 cars per lane per mile, distance headway decreases from 44 to 22 ft, and clearance between 17-ft cars decreases from 27 to 5 ft. In this example, the driver must reduce speed to less than a fifth to equalize his time heading at the two concentration levels.

Flow data from highway sites are also shown in Figure 5.8. Curves a to d show data obtained at four freeway stations. The Edsel Ford Expressway (curve c) is fitted by a time headway between 1.0 and 1.5 sec; the Lincoln Tunnel (curve b) and the Penn–Lincoln Parkway (curve d) are predicted by headways between 1.5 and 2.0 sec. The traffic flow taken at another station on the Edsel Ford Expressway and shown in curve a did not reach a slowdown or stoppage, although flow volume reached as high as 2,000 vehicles per hour. It may be seen that the congested-flow data can be fairly well fitted by straight lines representing the assumption that drivers’ average time heading is constant and independent of traffic density.

Forbes also showed that drivers reacted to sudden braking of the car ahead by dropping back to increase their time headways. If the leader of a three-car queue reduced speed by about 10 mph and after several seconds returned to cruising speed, the driver immediately behind dropped back to increase his time headway. The effect at various road sites differing in horizontal and vertical curvature is shown in Table 5.4. It may be seen that the rear driver increased time headway 0.8 sec or more after the deceleration maneuver. This change in time headway is observed after deceleration of actual traffic and affects flow rate.

Forbes’ experimental work under dense traffic is described in Forbes and Simpson.

5.4.2.1 Platoon Behavior as a Weber–Fechner Relationship. Daou suggests that
Figure 5.7 Relation of volume, speed, and concentration from driver response time as a limit (right) and scattered free flow (left).\(^\text{13}\)

Figure 5.8 Four sets of empirical data plotted over theoretical trend lines of Figure 5.7.\(^\text{13}\)
driver performance in platoons may be a Weber–Fechner relationship. Specifically, he suggests that headway and speed may be related by

\[ h = t_r + \frac{(L+B)}{u} \]  

(5.3)

where

- \( h \) = headway (sec);
- \( t_r \) = reaction time (taken as 1.488 sec);
- \( L \) = length of lead vehicle (ft);
- \( B \) = buffer distance between vehicles (ft);
- \( L+B \) = 35 ft; and
- \( u \) = speed (ft/sec).

This relationship is illustrated in Figure 5.9. The low value of \( L+B \) indicates a low speed. Such a speed would imply operation on the lower portion of the speed–flow curve. (See, for example, Figure 4.23.)

### TABLE 5.4 Time Headways Before and After Deceleration of Lead Car *

<table>
<thead>
<tr>
<th>Site</th>
<th>Lead Car Average Speed ( b ) (mph)</th>
<th>Average Time Headway Before ( c ) Deceleration (sec)</th>
<th>Average Time Headway After ( c ) Deceleration (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>1.8</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>1.5</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>1.5</td>
<td>2.4</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>1.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

* Compiled from Forbes et al.\[7\]
\( b \) Forbes' Table 2 (daylight).
\( c \) From Forbes' Table 3 (daylight).

### 5.5 MISCELLANEOUS DATA CONCERNING DRIVER PERFORMANCE

#### 5.5.1 Overtaking and Passing

Figure 5.2 shows that driver eye fixations during passing tend to be of longer duration inasmuch as the driver has a greater level of concentration. Table 5.5 indicates some typical times for passing maneuvers.\[53\] Further information regarding passing may be found in references 34, 35, 36, 37, 38.

#### 5.5.2 Information Content of Signs

The viewing time for a sign is often taken as about 1 sec. This limits the feasible content of a sign message to three or four short or easily recognized words.\[59\] The recent introduction (in the United States) of symbolic signs is expected to greatly facilitate information extraction from signs.

### 5.6 SUMMARY

The driving task consists of receiving information from the roadway, other cars, and the environment and of reacting to the various stimuli received by control of heading (steering) or control of acceleration (acceleration or braking). The driver uses a variety of senses to gather information required for the driving task, the most important of which is visual inputs. Whereas the information rate of the human eye can be up to \( 4.6 \times 10^6 \) bits/sec, the human information processing channel has a maximum rate in the neighborhood of 25–35 bits/sec. Thus visual input could completely swamp the information processing channel if the driver did not do selective filtering.

### TABLE 5.5 Typical Passing Times *

<table>
<thead>
<tr>
<th>Type of Pass</th>
<th>Overtaken Car Speed (Medians)</th>
<th>Overtaken Car Speed (Means)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30 50</td>
<td>0–19 20–29 30–39 40–49 50–59</td>
</tr>
<tr>
<td>Accelerative:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voluntary</td>
<td>10.0 11.5</td>
<td>8.7 8.8 9.8 10.8 10.5</td>
</tr>
<tr>
<td>Forced</td>
<td>8.0 9.5</td>
<td>7.7 8.0 8.8 9.4 8.4</td>
</tr>
<tr>
<td>Flying:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voluntary</td>
<td>10.5 12.0</td>
<td>10.0 9.9 11.0 11.9 9.6</td>
</tr>
<tr>
<td>Forced</td>
<td>8.0 10.5</td>
<td>8.1 8.9 9.8 11.8 9.3</td>
</tr>
</tbody>
</table>

*Compiled by Rockwell\[51\] from four sources.
Indications are that the driver normally scans the roadway approximately 1.5 sec ahead. If, however, the situation (highway and control task) is changing relatively slowly, the driver may look farther ahead and thereby increase his information input.

Indications are that the motor response time (e.g., move the foot from the accelerator to the brake) is relatively constant and that judgment and decision time (including perception and information processing) varies with the complexity of the situation and the decision to be made.

5.7 REFERENCES


5.8 RELATED LITERATURE


5.9 PROBLEMS

1. Assume that a lead car decelerates for a "stop" sign at a rate of 0.25 $g$. What is the latency in detecting the deceleration?

2. What would be the modal brake reaction time under surprise?

3. According to Daou, in a platoon traveling at 40 mph, what headway would you expect?

4. (a) Consider the 1-sec observations shown in Table 5.3 and determine the rate (in bits/sec) at which each driver acquires roadway information. (b) If a driver looks at the roadway for 1 sec, how many bits of roadway information does he have stored when he changes his fixation to, say, his rearview mirror? (Use median values of $H$ and $D$.)
Chapter 6
CAR FOLLOWING AND ACCELERATION NOISE

6.1 INTRODUCTION

In Chapter 5 it was pointed out that the individual driver's actions result from his interpretation of the information received and his decision to make some response to that information. The driver's actions are limited to the control of acceleration (braking and accelerating) and the control of heading (steering). This chapter is concerned with the dynamics of a stream of traffic resulting from a series of drivers attempting to regulate their accelerations to accomplish a smooth safe trip.

The earliest attempts at estimating the capacity of a single lane on a roadway were based on assumptions of car-following behavior of individual drivers. The first edition of the Highway Capacity Manual \(^1\) contains a synopsis of 23 early studies of highway capacity as reported between 1924 and 1941.

Nearly all of the calculations were based on the formula:

\[
C = 5,280 \frac{V}{S} \tag{6.1}
\]

where

- \(C\) = capacity of a single lane (vehicles/hr);
- \(V\) = velocity (miles/hr); and
- \(S\) = average spacing (ft) from front bumper to front bumper of moving vehicles.

For the greater number of calculations of lane capacity the spacings were arrived at by assuming a car-following law in which the following driver adjusted his position relative to the lead vehicle in anticipation of a "brick-wall" stop by the lead vehicle. If the lead vehicle were to come to an instantaneous stop the following driver is assumed to have allowed himself a distance for stopping that included the distance traveled during braking, the distance traveled during reaction time, and the length of the lead vehicle. The average spacing is then given by:

\[
S = aV^2 + bV + c \tag{6.2}
\]

where

- \(S\) = average spacing, as previously defined;
- \(V\) = velocity (mph);
- \(a\) = a constant that is a function both of the assumed deceleration rate and conversion from mph units to fps units;
- \(b\) = a constant that is a function both of the assumed reaction time and conversion from mph units to fps units; and
- \(c\) = assumed distance (ft) from front bumper to front bumper of stopped vehicles.

The models noted, however, were applicable only to the case of uniform velocity for each vehicle in the traffic stream and provided no insight into the behavior of a line of traffic when one of the vehicles in a line accelerates or decelerates and the following vehicles attempt to maintain some desired spacing. With the work of Reuschel \(^2,3\) in 1950 and Pipes \(^4\) in 1953, the analysis of car-following models was formalized, and operations research techniques were used to develop models of car following. This work was further extended by Kometani and Sasaki \(^5-8\) in Japan and by Herman and his associates \(^9-15\) at the General Motors Research Laboratories.

A principal effort of car-following studies has been that of trying to understand the behavior of a single-lane traffic stream by examining the manner in which individual vehicles followed one another. Studies of this nature have been used to examine control and communication techniques that will minimize the occurrence of rear-end chain collisions in dense traffic.

6.2 DEVELOPMENT OF A CAR-FOLLOWING MODEL

Car-following models are a form of stimulus–response equation, where the response is the reaction of a driver to the motion of the vehicle immediately preceding him in the traffic stream. The response of successive drivers in the traffic stream is to accelerate or decelerate.
in proportion to the magnitude of the stimulus at time $t$ and is begun after a time lag $T$.

The basis equation of these models is of the form

$$\text{Response} \ (t+T) = \text{Sensitivity} \times \text{Stimulus} \ (t)$$

What is the nature of the driver's response? To what stimulus does he react and how do we measure his sensitivity?

Consider the case of drivers in "dense" traffic who, because of traffic restrictions (no lane-changing permitted) or high volumes in adjacent lanes, are forced to follow the car immediately in front without passing.

It is assumed that a driver will space himself at a distance $s(t)$ from the lead vehicle such that in the event of an emergency stop by the first vehicle, the second vehicle will come to rest without striking the lead vehicle. The second driver allows himself a reaction time $T$, measured from the time $t$ at which the lead driver initiates his stop, until the second driver initiates his own stopping maneuver.

The relative positions of the two vehicles at the time $t$, measured from the front bumper of each vehicle, are shown in Figure 6.1(a), where vehicle $n$ is the lead car and $n+1$ the following car.

The relative positions of the two vehicles after the stopping maneuver are given in Figure 6.1(b), where

- $x_n(t)$ = position of vehicle $n$ at time $t$;
- $s(t)$ = spacing between vehicles at time $t=x_n(t) - x_{n+1}(t)$;
- $d_1 =$ distance traveled by vehicle $(n+1)$ during reaction time $T= T u_{n+1}(t)$;
- $d_2 =$ distance traveled by vehicle $(n+1)$ during deceleration maneuver $= [u_{n+1}(t+T)]^2/2a_{n+1}(t+T)$;
- $d_3 =$ distance traveled by vehicle $(n)$ during deceleration maneuver $= [u_n(t)]^2/2a_n(t)$;
- $L =$ distance from front bumper to front bumper at rest;
- $u_i(t)$ = velocity of vehicle $i$ at time $t$; and
- $a_i(t)$ = acceleration of vehicle $i$ at time $t$.

Figure 6.1 Positions of lead and following vehicles for emergency stop condition.
The desired spacing at time $t$, such that no collision will occur in event of a sudden stop, is then

$$s(t) = x_n(t) - x_{n+1}(t) = d_1 + d_2 + L - d_3$$

(6.3)

Defining the velocity of a vehicle as

$$u(t) = \frac{dx(t)}{dt} = \dot{x}(t)$$

(6.4a)

and the acceleration as

$$a(t) = \frac{d^2x}{dt^2} = \ddot{x}(t)$$

(6.4b)

and substituting in Eq. 6.3 the appropriate relations for $d_1$, $d_2$, and $d_3$, gives

$$s(t) = x_n(t) - x_{n+1}(t) = T\dot{x}_{n+1}(t) + \frac{[\ddot{x}_{n+1}(t+T)]}{[2\ddot{x}_{n+1}(t+T)]} + L - \frac{[\ddot{x}_n(t)]}{[2\ddot{x}_n(t)]}$$

(6.5)

If the stopping distances and velocities of the two vehicles are assumed equal, so that $d_2 = d_3$, the spacing becomes

$$x_n(t) - x_{n+1}(t) = T\dot{x}_{n+1}(t+T) + L$$

(6.6)

which is the distance traveled by the following vehicle during reaction time $(T)$, $d_1$, plus the separation between the front bumpers at rest, $L$. It will be observed that this spacing is less than that assumed in Eq. 6.2.

Differentiating with respect to $(t)$,

$$\dot{x}_n(t) - \dot{x}_{n+1}(t) = T\ddot{x}_{n+1}(t+T)$$

(6.7)

so that the acceleration of the $n+1$st vehicle at time $(t+T)$ becomes

$$\ddot{x}_{n+1}(t+T) = T^{-1}([\dot{x}_n(t) - \dot{x}_{n+1}(t)]$$

(6.8)

which is of the form given previously.

Response $(t+T)$ = Sensitivity $\times$ Stimulus $(t)$.

The response of the $n+1$st driver, which takes place at time $(t+T)$, is to accelerate (decelerate) by an amount proportional to the positive (negative) difference in the relative velocity of the $n$th and $n+1$st driver and the measure of sensitivity is given by $T^{-1}$ (sec).

How well does a simple car-following model of the type given in Eq. 6.8 describe driver behavior? Assume two vehicles waiting at a traffic signal, with the front bumper of the second vehicle positioned 25 ft from the front bumper of the lead vehicle. The reaction time $(T)$ of the drivers is taken to be 1.0 sec and the sensitivity $(T^{-1})$ is 1.0. At time 0.0, shortly after the signal changes to green, the first vehicle immediately (a physically impossible situation that is assumed because further calculations are simplified) moves away at 30.0 ft/sec. The second vehicle follows the first according to the rule given in Eq. 6.8.

Substituting appropriate values for $T$ and $T^{-1}$, Eq. 6.8 may be written as:

$$\ddot{x}_{n+1}(t+1) = 1.0[\dot{x}_n(t) - \dot{x}_{n+1}(t)]$$

(6.9)

A direct analytical solution of Eq. 6.9 is cumbersome; it is easier to find a numerical solution. As an example, consider the case where the second vehicle attempts to follow a first vehicle that has instantly attained a velocity of 30.0 ft/sec from a stopped position as developed below. For this solution the position of the first vehicle is advanced 30 ft during each 1-sec time slice. At each time $t$ separated by an increment of time $\Delta t$, the acceleration of the second vehicle is calculated (Eq. 6.9). All distances measured are from the stop line at location 0 ft.

Assuming that during each time slice $\Delta t$ (1.0 sec in this example) the acceleration is uniform and equal to the average of the accelerations calculated at the start and end of each time slice, the equations of velocity $u_2(t)$ and position $x_2(t)$ are given by

$$\dot{x}_2(t) = \dot{x}_2(t-\Delta t) + \frac{1}{2} [\ddot{x}_2(t-\Delta t) + \ddot{x}_2(t)] \Delta t$$

(6.10)

and

$$x_2(t) = x_2(t-\Delta t) + \frac{1}{2} [\dot{x}_2(t-\Delta t) + \dot{x}_2(t)] \Delta t^2$$

(6.11)

where $\Delta t$ is the time increment between successive calculations (sec).

A numerical solution of these three formulas is given in Table 6.1, where the relationship is solved at 1.0-sec increments. It is evident that vehicle 2 quickly reaches the speed of the lead vehicle and settles down to follow at a distance of about 55.0 ft from it, with only minor corrections in velocity and spacing after 7 or 8 sec have elapsed. The spacing of 55.0 ft is the same as that given in Eq. 6.6 when the reaction time is assumed to be 1.0 sec and the stopped spacing $L$ between vehicles is 25 ft.

So far concern has been with the behavior of only the first and second cars waiting in a queue at a stop signal. What of a vehicle that is not immediately behind the lead vehicle but is the fourth or fifth vehicle in line at the moment the lead vehicle moved at 30 ft/sec? The behavior of a series of vehicles could be
extended by extending the type of arithmetic calculations given in Table 6.1, but the calculations are lengthy and numerical accuracy dictates that the calculations be done at 0.1-sec intervals (see Fox and Lehman [4] for a discussion of solving the car-following problem with an electronic computer).

An alternate method for calculating the behavior of a platoon of vehicles for the car-following situation is to apply the Laplace transform to the solution of the problem. The particular problem postulated here, the behavior of a platoon of vehicles starting from rest when the velocity of the lead vehicle instantaneously becomes \( u_0 \) at time \( t \geq 0 \), has been solved by Kometani and Sasaki [7]. Further discussion of the application of the Laplace transform will be found in references 9, 15, 16.

A numerical solution of the behavior of the first five vehicles in a platoon, based on the equations of Kometani and Sasaki [7] is given in Table 6.2. The assumptions are the same as for the two-car situation, with \( T = 1.0 \) sec and vehicles starting from a queue at rest with 25-ft spacing between vehicles, except these calculations are done at 0.1-sec intervals. The results are presented at 1.0-sec intervals, and the reader will observe that the location of the second vehicle \( x_2 \) is not exactly that calculated by using 1.0-sec intervals as in Table 6.1.

Although the simple rule for car following developed in Eq. 6.9 gave a reasonable pattern for the motion of the second vehicle relative to the first, it will be observed that the third and fourth vehicles will be involved in a rear-end collision about 90 ft and 7.0 sec from the starting point when the spacing (front bumper to front bumper) is reduced to less than 18.0 ft. It is evident that if all drivers were to follow the postulated behavior there would be a rash of rear-end collisions at signalized intersections. The amplitude of the response to the instant change in velocity of vehicle 1 becomes greater for each successive vehicle and the system is said to be unstable.

### 6.3 Traffic Stability

The question of stability in a platoon of vehicles is important in reviewing different patterns of car-following behavior. If driver behavior is to be modified, or the mechanical
devices in the vehicle or the signal system changed, it is important to determine that the system is stable; that is, that a change in velocity by the lead vehicle of a platoon will not be amplified by successive vehicles in the platoon. 

The stimulus–response equation exemplified in Eq. 6.8 can be generalized as

$$\dot{x}_{n+1}(t+T) = a[\dot{x}_n(t) - \dot{x}_{n+1}(t)] \quad (6.12)$$

This is a linear car-following model because the response, acceleration (deceleration), is directly proportional to the stimulus, a positive (negative) difference in relative velocity of the nth and n+1st vehicles. Although more complex car-following models give better descriptions of observed traffic flows, the linear model given in Eq. 6.12 is most amenable to a theoretical analysis of stability. 

Herman and co-workers \textsuperscript{10,11} have discussed two conditions of stability—local and asymptotic. Local stability is concerned with the response of a vehicle to the change in motion of the vehicle immediately in front of it. It can be demonstrated by the pattern of spacing between vehicle 1 and vehicle 2 as in Table 6.1. In tracking the lead vehicle, the second vehicle first lost ground, then "overshot" at 5.0 sec, and continued to oscillate in damped amplitude about an ultimate "steady-state" spacing of 55 ft.

The manner in which a fluctuation in the motion of the lead vehicle is propagated through a line of vehicles is a function of asymptotic stability. From the data of Table 6.2 it is evident that the motion introduced to the first vehicle is propagated through the line of vehicles in a pattern of increasing amplitude, leading to the rear-end collision between vehicles 3 and 4.

6.3.1 Local Stability

Herman and his associates \textsuperscript{10,11} have identified the following situations for local stability in which:

- \(0 \leq \alpha T < 1/e\) spacing is nonoscillatory
- \(1/e \leq \alpha T < \pi/2\) damped oscillation of spacing
- \(\alpha T = \pi/2\) spacing is oscillatory with undamped oscillation
- \(\alpha T > \pi/2\) increasing amplitude in oscillation of spacing

As the value of \(C\) increases, the spacing between the two vehicles becomes increasingly unstable. If one reacts too strongly (large \(\alpha\), reflecting excessive throttle or brake-pedal response) to an event that occurred too far in the distant past (large response lag \(T\)), the situation at the moment of response may have changed to the point where the response is actually in the wrong direction.

The influence of the parameter \(C(=\alpha T)\) on local stability is demonstrated in Figure 6.2. For values of 0.50 and 0.80, the spacing shows damped oscillation; at \(\alpha T=\pi/2(=1.57)\), the spacing is oscillatory and undamped; at \(\alpha T=1.60\), the spacing is oscillatory with increasing amplitude. The lead vehicle first decelerated and then accelerated back to its initial velocity, with an initial spacing of 70 ft between vehicles. Positions of the two vehicles were then calculated by Eq. 6.12 and the results plotted as shown.

For the example given in Table 6.1, \(\alpha T=1.0(=T^{-1}T)\), indicating that the spacing

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>(\dot{x}_1) (ft/sec)</th>
<th>(x_1) (ft)</th>
<th>(\dot{x}_2) (ft/sec)</th>
<th>(x_2) (ft)</th>
<th>(\dot{x}_3) (ft/sec)</th>
<th>(x_3) (ft)</th>
<th>(\dot{x}_4) (ft/sec)</th>
<th>(x_4) (ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>30</td>
<td>0.0</td>
<td>0.0</td>
<td>-25</td>
<td>0.0</td>
<td>-50.0</td>
<td>0.0</td>
<td>-75.0</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
<td>30.0</td>
<td>0.0</td>
<td>-25</td>
<td>0.0</td>
<td>-50.0</td>
<td>0.0</td>
<td>-75.0</td>
</tr>
<tr>
<td>2.0</td>
<td>30</td>
<td>60.0</td>
<td>30.0</td>
<td>-10</td>
<td>0.0</td>
<td>-50.0</td>
<td>0.0</td>
<td>-75.0</td>
</tr>
<tr>
<td>3.0</td>
<td>30</td>
<td>90.0</td>
<td>45.0</td>
<td>27.5</td>
<td>15.0</td>
<td>-42.5</td>
<td>0.0</td>
<td>-75.0</td>
</tr>
<tr>
<td>4.0</td>
<td>30</td>
<td>120.0</td>
<td>35.0</td>
<td>67.5</td>
<td>50.0</td>
<td>-10.0</td>
<td>5.0</td>
<td>-72.5</td>
</tr>
<tr>
<td>5.0</td>
<td>30</td>
<td>150.0</td>
<td>23.75</td>
<td>96.9</td>
<td>58.75</td>
<td>44.4</td>
<td>36.25</td>
<td>-51.9</td>
</tr>
<tr>
<td>6.0</td>
<td>30</td>
<td>180.0</td>
<td>25.25</td>
<td>121.4</td>
<td>29.00</td>
<td>88.2</td>
<td>78.00</td>
<td>-4.8</td>
</tr>
<tr>
<td>7.0</td>
<td>30</td>
<td>210.0</td>
<td>31.71</td>
<td>149.8</td>
<td>6.96</td>
<td>106.23</td>
<td>109.75</td>
<td>89.1*</td>
</tr>
</tbody>
</table>

* Front ends of vehicles are separated by less than 18.0 ft (collision imminent)
is oscillatory but damped, which can be readily verified by examining the final column of Table 6.1.

6.3.2 Asymptotic Stability

The limit for asymptotic stability has been investigated and reported by Chandler, Herman, and Montroll. A line of traffic is asymptotically stable only when \( C = \alpha T < \frac{1}{2} \), which may be compared with the limit for local stability, where \( C = \frac{1}{2} \) indicated that the spacing is oscillatory but damp very quickly (Figure 6.2). The fluctuation in the motion of the lead car is propagated down the line of vehicles at a rate of \( \alpha^{-1} \) sec/car.

A value of \( \alpha T > \frac{1}{2} \) will propagate a disturbance with increasing amplitude, ultimately resulting in a rear end collision as demonstrated between vehicles 3 and 4 at about 7 sec elapsed time in Table 6.2. This effect is further demonstrated in Figures 6.3 and 6.4.

Figure 6.3 shows the spacing of successive pairs of vehicles for different values of \( \alpha T \) and for a condition where the first car decelerated and then accelerated back to its initial velocity, with an initial spacing of 70 ft between vehicles.

Figure 6.4 shows the variation in spacing of a group of nine vehicles relative to a phantom lead car moving with constant speed at an initial spacing of 40 ft. Vehicle 1 decelerates and then accelerates back to its original velocity. In the process his spacing from the phantom vehicle is increased but is stable. Successive vehicles make corrections at a later time and with increasing amplitude of oscillation until a collision occurs between vehicles 7 and 8. For this example \( \alpha = 0.8 \) and \( T = 2.0 \) sec.

6.3.3 Propagation of a Disturbance

Herman and Potts have reported a series of three experiments designed to investigate the way in which a disturbance is propagated down a line of cars. Eleven cars were driven in a line down a test track at about 40 mph. The lead car was suddenly braked, and the elapsed time between the appearance of the brake lights on the lead and sixth car \( t_0 \), and the time between the lead and eleventh car \( t_1 \), were recorded. In experiment A the drivers were instructed to react only to the brake light of the car immediately in front of them; in B the drivers were to react to any braking stimulus; in C the brake lights were disconnected on all but the first and last vehicles. The results are summarized in Table 6.3.

The shortest time of propagation occurred in experiment B; the longest (about 1.0 sec/car), in experiment C. The difference in time between experiments A and C demonstrates the value of the brake light as a means of communicating the act of deceleration. It was pointed out earlier that the rate of propagation is \( \alpha^{-1} \) sec/car. The propagation rate for experiment C (\( \alpha^{-1} = 1.01 \)) agrees closely with the assumptions made in developing the car-following example discussed in Section 6.1 (\( \alpha^{-1} = 1.0 \)).

6.4 NONLINEAR CAR-FOLLOWING MODEL

In the development of a linear car-following model and a brief review of stability, it has been assumed that for the relationship, \( \text{Response} = \text{Sensitivity} \times \text{Stimulus} \), the sensitivity \( \alpha \) is a constant value. This would imply that for a given difference in velocity between a driver and the lead vehicle, his response would be independent of the spacing between the two vehicles. Gazis, Herman, and Potts developed a more realistic model, in which they
proposed that the sensitivity be inversely proportional to the spacing so that

\[
\ddot{x}_{n+1}(t+T) = \frac{\alpha_0/[x_n(t) - x_{n+1}(t)]}{[\dot{x}_n(t) - \dot{x}_{n+1}(t)]} \tag{6.13}
\]

where \( \alpha_0/[x_n(t) - x_{n+1}(t)] \) is a measure of

**TABLE 6.3 Time for Propagation (sec) of Fluctuation Down a Line of Cars**

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Experiment A</th>
<th>Experiment B</th>
<th>Experiment C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t_e )</td>
<td>( t_{11} )</td>
<td>( t_e )</td>
</tr>
<tr>
<td>1</td>
<td>3.00</td>
<td>5.95</td>
<td>2.33</td>
</tr>
<tr>
<td>2</td>
<td>3.00</td>
<td>6.05</td>
<td>1.49</td>
</tr>
<tr>
<td>3</td>
<td>3.05</td>
<td>5.75</td>
<td>2.68</td>
</tr>
<tr>
<td>4</td>
<td>3.44</td>
<td>6.75</td>
<td>1.68</td>
</tr>
<tr>
<td>5</td>
<td>2.73</td>
<td>7.80</td>
<td>2.26</td>
</tr>
<tr>
<td>6</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Avg. per car</td>
<td>0.61</td>
<td>0.65</td>
<td>0.42</td>
</tr>
</tbody>
</table>
the sensitivity and the units of \( \alpha_0 \) are distance/time.

A number of car-following experiments were performed in the Holland and Lincoln Tunnels in New York and at the General Motors test track. Two vehicles were connected by a length of wire on a reel, permitting direct measurement of spacing and relative velocity simultaneously with measurements of the acceleration and velocity of the following vehicle. Different drivers were given instructions to follow the lead vehicle as they would under normal driving conditions. A summary of the values of \( \alpha_0 \) and \( T \) found in the car-following experiments is given in Table 6.4.\(^{12} \) As will be seen in section 6.5, \( \alpha_0 \) is representative of the speed associated with maximum traffic volumes.

The values given are the averages for all of the drivers tested. In the General Motors experiment, for example, the value of \( T \) ranged from 1.0 to 2.2 sec.

### 6.5 FROM CAR-FOLLOWING TO TRAFFIC STREAM MODELS

The relationship between car-following models and traffic stream models of the type discussed in Chapter 4 was first examined by Gazis et al.\(^{11} \) Assume that the lead vehicle in a stream of cars is proceeding at a constant velocity \( u \) and that each following vehicle proceeds at the same velocity and is separated from the preceding vehicle by a distance dictated by the drivers' perception and interpretation of a “safe” following distance. The platoon of cars will move along the roadway in a “steady-state” condition for which one can observe flow rate \( q \), density \( k \), and velocity \( u \). Gazis et al. demonstrated that it is possible to derive equations of traffic stream flow directly from the laws of motion that are suggested by car-following theory. Basically, the procedure is to integrate an expression for the acceleration of the \((n+1)\)st vehicle, giving an expression for the velocity of that vehicle, which in turn is the steady-state velocity of the traffic stream. The resulting equation of the velocity can then be solved for known boundary conditions, determining the constant of integration and then substituting in terms of the appropriate quantities, \( q \) and \( k \), used in the definition of flow \( (q=uk) \) (Chapter 2).

Consider the application of the procedure to the simple linear car-following model given in Eq. 6.12:

1. Express the acceleration for the \((n+1)\)st vehicle,

\[
\ddot{x}_{n+1}(t+T) = \alpha \left[ x_n(t) - \dot{x}_{n+1}(t) \right]
\]

2. Integrate the expression to obtain the velocity of the \(n+1\)st vehicle (the velocity of the traffic stream)

\[
\dot{x}_{n+1}(t+T) = \alpha \left[ x_n(t) - x_{n+1}(t) \right] + C_0
\]

Because under steady state the velocity at time \((t+T)\) is the same as the velocity at time \((t)\), the lag time \( T \) can be disposed of such that

\[
\dot{x}_{n+1} = u = \alpha \left[ x_n - x_{n+1} \right] + C_0
\]

\[
= \alpha s + C_0 \quad \text{(6.14)}
\]

where \([x_n - x_{n+1}]\) is the average spacing between vehicles, \(s(=1/k)\). The expression for velocity and spacing are for the average vehicle in the traffic stream.

3. Determine the constant of integration \((C_0)\) by solving Eq. 6.14 for a known condition—in this case, when velocity \( u = 0 \), spacing \( s_j = \) jam spacing \( = 1/k_j \) (jam density)\(^{-1}\). Therefore, \(0 = \alpha \left[ 1/k_j \right] + C_0\) and \(C_0 = -\alpha/k_j\).

4. Express \( u \) in terms of \( k \) by substituting for the value of \( C_0 \) and recalling that \( s = 1/k \) in Eq. 6.14—in this instance \( u = \alpha \left[ 1/k_j - 1/k_j \right]\).

5. Recalling the relationship \((q=uk)\), we arrive at the steady-state equation

\[
q = k\alpha [1/k_j - 1/k_j]
\]

\[
= \alpha [1/k_j] \quad \text{(6.15)}
\]

6. Determine the proportionality constant \( \alpha \) by solving for a known condition; in this case, when \( k = 0 \) the value of \( q \) in Eq. 6.15 will be a maximum \( q_{m} \), so that \( \alpha \) will equal \( q_{m} \).

Note that the unit of \( \alpha \) is time\(^{-1}\)=flow rate. The traffic stream model given in Eq. 6.15 indicates that the flow rate \( q \) is a maximum at density \( k = 0 \). If \( \alpha = (1\text{ sec})^{-1} \) then the maximum flow rate at \( k = 0 \) will be 3,600 vehicles/hr. This is inconsistent with observed traffic

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of Drivers</th>
<th>( \alpha_0 ) (mph)</th>
<th>( T ) (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Motors test track</td>
<td>8</td>
<td>27.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Holland Tunnel</td>
<td>10</td>
<td>18.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Lincoln Tunnel</td>
<td>16</td>
<td>20.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>
stream data (see Figures 4.15 and 4.17), indicating that the car-following model of Eq. 6.12 is not a realistic model, at least at low densities.

The same procedure may now be applied to Eq. 6.13.

1. $\hat{x}_{n+1}(t + T) = \alpha_0 \frac{x_n(t) - x_{n+1}(t)}{x_n(t) - x_{n+1}(t)}$

2. Integration (this is of the form $C \int \frac{du}{u}$) results in $u = \alpha_0 \beta_n [x_n - x_{n+1}] + C_0 = \alpha_0 \beta_n [\frac{1}{k}] + C_0$.

3. Since for $u = 0, k = k_j$, $0 = \alpha_0 \beta_n [\frac{1}{k_j}] + C_0$, $C_0 = -\alpha_0 \beta_n [\frac{1}{k_j}]$.

4. $u = \alpha_0 \beta_n [\frac{1}{k_j} - \alpha_0 \beta_n [\frac{1}{k_j}]] = \alpha_0 \beta_n [\frac{k_j}{k_i}] = \alpha_0 \beta_n [\frac{k_j}{k_i}]$ (6.16)

5. $q = u k = \alpha_0 k \beta_n (k_j/k_i)$ (6.17)

6. To determine the proportionality constant $\alpha_0$, refer to Figure 4.15 and Section 4.3.2 to determine the known physical conditions. Observe that slope $dq/dk = 0$ at maximum volume $q_m$. Differentiation of Eq. 6.17 yields:

$$\frac{dq}{dk} = \alpha_0 \beta_n (k_j/k_i) (-k_j/k_i^2) + \beta_n (k_j/k_i) = 0$$

$$= \alpha_0 \beta_n (-1 + \beta_n (k_j/k_i)) = 0$$

$$= \alpha_0 \beta_n (k_j/k_i) = 0$$

where $e$ = base of natural logarithms.

Assuming that $\alpha_0 \neq 0$ and defining $k_m$ as the density at maximum flow $q_m$ yields $\beta_n (k_j/k_m e) = 0$ so that $k_j/k_m e = 1$ and $k_m = k_j/e$.

Defining $u_m$ as the velocity at $q_m$, $q_m = u_m k_m = u_m k_j/e$.

Substituting $u_m$ and $k_m$ in Eq. 6.16, gives

$$u_m = \alpha_0 \beta_n (k_j/k_m) = \alpha_0 \beta_n (k_j/e/k_j) = \alpha_0 \beta_n e$$

so that

$$\alpha_0 = u_m.$$

Eq. 6.16 was first proposed by Greenberg,\textsuperscript{15} who developed the relationship from the equation describing unidimensional flow in fluids and that denoting conservation of matter. The relationship was confirmed from experimental observations of flow, density, and velocity. The Greenberg equation of state (section 7.4.1), using the application of a fluid flow analogy, is based on a macroscopic approach and is mathematically equivalent to Eq. 6.13, which is based on the principles of car following, a microscopic approach. This model has been verified by experimental data (Figure 4.15).

### 6.6 GENERAL EXPRESSION FOR CAR-FOLLOWING MODELS

Continuing examination of the relationship between microscopic and macroscopic models led to a generalized form of the car-following equation:

$$\hat{x}_{n+1}(t + T) = \alpha_0 \frac{x_n(t) - x_{n+1}(t)}{[x_n(t) - x_{n+1}(t)]}$$

$$[\dot{x}_n(t) - \dot{x}_{n+1}(t)]$$ (6.18)

where $l$ and $m$ are constants.

First proposed by Gazis, Herman, and Rothery,\textsuperscript{13} the general expression has been further examined by May and Keller.\textsuperscript{18}

Integration of the generalized equation (Eq. 6.18) by Gazis et al.\textsuperscript{13} has given

$$f_m(u) = \alpha_0 f_l(s) + C_0$$ (6.19)

where $u$ is the steady-state speed of a stream of traffic, $s$ is the constant average spacing, and $\alpha_0$ and $C_0$ are appropriate constants consistent with physical restrictions. Further,

$$f_m(u) = u^{l-m} \quad \text{for } (m \neq 1)$$

and

$$f_m(u) = \beta_n u \quad \text{for } (m = 1)$$ (6.20)

$$f_l(s) = s^{1-l} \quad \text{for } (l \neq 1)$$

and

$$f_l(s) = \beta_n s \quad \text{for } (l = 1)$$ (6.21)

The value of $C_0$ is related either to free speed $u_f$ (the velocity of a single vehicle whose speed is not influenced by interaction with other vehicles) or velocity at jam spacing, $s_j = 1/k_j$.

The values of $C_0$ are shown to be

$$C_0 = f_m(u_f) \quad \text{for } m > 1, l \neq 1 \text{ or } m = 1, l > 1$$ (6.22)

and

$$C_0 = \alpha_0 f_l(s_j) \quad \text{for all other combinations of } m \text{ and } l \text{ (except } m = 1, l > 1 \text{ not bounded})$$ (6.23)

The traffic stream model equations resulting from the application of Eqs. 6.19–6.23 are shown in Table 6.5 and Figure 6.5. These steady-state solutions were originally derived independently of car-following assumptions. However, as shown previously, they have a
### Table 6.5: Steady-State Flow Equations ($\mathcal{q}-k)^m$  

<table>
<thead>
<tr>
<th>$l$</th>
<th>Equation of State</th>
<th>Reference</th>
</tr>
</thead>
</table>
| 0   | $q = \alpha (1 - k/k_s)$ | Chandler et al.  
$\alpha = q_m = \text{1/reaction time}$ | Pipes  
| 1   | $q = \alpha k e_m [k_s/k]$ | Greenberg  
$\alpha = \text{velocity at optimum flow (} u_m)$ | Gazis et al.  
| 3/2 | $q = \alpha k [1 - (k/k_s)^{1.66}]$ | Drew  
$\alpha = \text{velocity at free flow (} u_t)$ |  
| 2   | $q = \alpha k [1 - k/k_s]$ | Greenshields  
$\alpha = u_t$ |  

$m = 1$

| 2   | $q = \alpha k e^{-k/k_s}$ | Edie  
$\alpha = u_t; k_o = \text{density at optimum flow}$ |  
| 3   | $q = \alpha k e^{-1/2} (k/k_s)^{1.6}$ | Drake et al.  
$\alpha = u_t$ |  

* Based on May and Keller.  

---

Direct correspondence with car-following models. A generalized discussion of the steady-state flow for various values of $m$ and $l$ is given in Gazis et al., but only those combinations presented in Table 6.5 have been verified by observations of vehicle flow on roadways. May and Keller have also examined the case for noninteger values of $m$ and $l$, proposing a model with $m=0.8$, $l=2.8$ when fitted to data on the Eisenhower Expressway in Chicago. The following steady-state flow equation results:

$$ q = ku_t [1 - (k/k_s)^{1.6}]^5 \quad (6.24) $$

Values for $m$ and $l$ have evolved as various investigators attempted to fit observed data to proposed models of driver and/or stream flow behavior. The case $m=0$, $l=0$ evolved from the “simple” linear car-following situation developed in Eq. 6.8. The same model had been developed by Pipes and analyzed for stability by Herman et al. Further examination of experimental data based on car-following experiments led to the hypothesis that a driver does not have a constant reaction to a stimulus by the lead vehicle but that the reaction will vary inversely as the distance between the subject vehicles. This is the case for $m=0$, $l=1$, which led directly to a comparison with the Greenberg fluid flow analogy data.

Greenshields' analysis of traffic flow, which corresponds to the case $m=0$, $l=2$, was first developed from photographic observations of traffic flow made in 1934. Values for flow rate and mean velocity were calculated for 100-vehicle groupings; density was calculated from the flow rate and velocity information. A simple straight-line fit between velocity and density was deduced from a plot of the data.

Although the steady-state flow equation resulting from this analysis does not fit observed data as well as some other models listed here, it does have the advantage of being amenable to calculation and manipulation.

An independent verification of the Greenshields model is reported by Pipes and Wojcik in which perceptual factors are related to the car-following model. (A similar derivation is shown in Fox and Lehman. In Figure 6.6 let $\theta$ be the angle subtended by the lead vehicle. Taking $w$ as the width of vehicle (and neglecting the distance $L$, the length of the lead vehicle),

$$ \theta = \frac{w}{s} \quad (6.25) $$

Differentiating with respect to $t$,
GENERAL CAR-FOLLOWING MODELS

Figure 6.5 Matrix of speed-density relationships for various \( m, l \) combinations of the general car-following equation.\(^{16} \) (Dashed lines enclose limiting values of \( l \) and \( m \) used in Table 6.5.)
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Figure 6.6 Conditions of the Pipes and Wojsik\(^{23} \) verification of the Greenshields traffic flow model.

\[
\frac{d \theta}{dr} = \dot{\theta} = - \frac{w}{s^2} \frac{ds}{dr} \quad (6.26)
\]

\[
\ddot{x}_{n+1} = c(-\dot{\theta}) \quad (6.27)
\]

If it is assumed that the acceleration for the following vehicle is proportional to the driver's perception of the rate of change of the visual angle, \( \dot{\theta} \), which implies acceleration if \( \theta \) is negative and deceleration if \( \dot{\theta} \) is positive. Because \( s = x_n - x_{n+1} \) and \( ds/dr = \dot{x}_n - \dot{x}_{n+1} \), substituting Eq. 6.26 in Eq. 6.27 yields...
\[
\dot{x}_{n+1} = \frac{(\dot{x}_n - \dot{x}_{n+1})}{(x_n - x_{n+1})^2} \quad (6.28)
\]

where \( c = CW \), a constant.

Further discussion concerning the rate of change in \( \theta \) for the acceleration and deceleration case is given by Michaels.\(^{24}\) Drew\(^{15}\) developed a generalized equation of steady-state flow (for which the Greenberg and Greenshields models are special cases) including a "parabolic" model as well as the Greenberg and Greenshields models. This equation was tested on the Gulf Freeway in Houston, Texas. Time-lapse aerial photography was used to measure speed and concentration.

Statistical analysis of the regression equations for the relationship between \( u \) and \( k \) indicated that all three models yielded satisfactory fits to the data. The car-following model \((m=0, l=3/2)\) is the microscopic equivalent of the parabolic model.

Edie\(^{21}\) noted that the car-following model of Gazis et al.,\(^{11}\) and Greenberg's equivalent model\(^{17}\) were not applicable at low density, with the free-flow velocity approaching infinity as the density approached zero. His proposal would increase driver sensitivity as the driver velocity increases and decreases sensitivity as the square of the separation.

Edie demonstrated the validity of the relationship by relating his modification of the car-following model to data reported by Gazis et al.,\(^{11}\)

The model of Drake et al.,\(^{22}\) \((m=1, l=3)\) is based on a regression analysis of speed-density-flow data obtained on the Eisenhower Expressway in Chicago. A further discussion of this model by May and Keller\(^{26}\) suggests that this model may have particular value when flow rates are greater than 1,800 vehicles/hr/lane.

### 6.7 Extensions and Modifications of Car-Following Models

#### 6.7.1 Three-Car Experiments

In the previous development the assumption was made that the following driver receives clues from the immediately preceding vehicle. It can also be hypothesized that a driver also receives clues from the second car ahead. Eq. 6.12, the linear car-following model, can be modified to include the influence of a second lead vehicle, as follows:

\[
\dot{x}_{n+2}(t + T) = c_1[\dot{x}_{n+1}(t) - \dot{x}_{n+2}(t)] + c_2[\dot{x}_n(t) - \dot{x}_{n+2}(t)] \quad (6.29)
\]

where \( c_1 \) is the sensitivity to the velocity difference between the third and second vehicles and \( c_2 \) is the sensitivity to the velocity difference between the third and first vehicles.

Herman and Rothery\(^{26}\) report on experiments in which three cars were physically connected by steel wires permitting direct measurement or calculation of relative speed and distance between the vehicles as they were driven on a test track. Experiments involving only two vehicles had indicated that the value of \( T \) for drivers on the test track was about 1.6 sec. Although it might be anticipated that knowledge of a second car would permit drivers to decrease their reaction time, such was not the case; the reaction time derived from the three-vehicle experiments was still 1.6 sec. Best correlations between the model and observed data for response between the first and third vehicles only occurred when \( T \) equaled 2.3 sec. The authors conclude that although it is not possible to show that a driver follows only the immediately preceding vehicle, the stimulus provided by that lead vehicle is probably the most significant input in the car-following model.

Fox and Lehman\(^{14}\) incorporated the effect of a second lead car in their computer simulation model, as follows:

\[
\begin{bmatrix}
W_1[\dot{x}_{n+1}(t) - \dot{x}_{n+2}(t)] \\
W_2[\dot{x}_n(t) - \dot{x}_{n+2}(t)]
\end{bmatrix} = \begin{bmatrix}
\frac{\dot{x}_{n+1}(t) - \dot{x}_{n+2}(t)}{[x_{n+1}(t) - x_{n+2}(t)]^2} \\
\frac{\dot{x}_n(t) - \dot{x}_{n+2}(t)}{[x_n(t) - x_{n+2}(t)]^2}
\end{bmatrix} (6.30)
\]

where \( \alpha \) is a sensitivity factor and \( W_1 + W_2 = 1 \). When \( W_1 = 1 \), there is no effect for a second lead car; and in several conditions, which were simulated for later comparison with field data, this was the case. The influence of following a second car ahead is discussed in considerable detail by the authors.

#### 6.7.2 Asymmetry for Acceleration and Deceleration

In all previous discussions the implicit assumption has been made that a driver adjusting to a change in velocity will accelerate and decelerate at the same rate for a given stimulus. In extrapolating from personal experience it is seen that the deceleration capabilities of most
passenger cars are more than the acceleration capabilities and that in congested traffic greater action is taken when the vehicle(s) in front is (are) decelerating rather than accelerating relative to the subject vehicle. Herman and Rothery \(^2\)
examined this hypothesis by weighting the negative relative speeds by values in the range 1 to 1.25. The linear model (Eq. 6.12) was modified so that

\[
\dot{x}_{n+1}(t+T) = \alpha_n [\dot{x}_n(t) - \dot{x}_{n+1}(t)]
\]

for relative velocity positive

(6.31a)

and

\[
\ddot{x}_{n+1}(t+T) = \alpha_n [\ddot{x}_n(t) - \ddot{x}_{n+1}(t)]
\]

for relative velocity negative

(6.31b)

Herman and Rothery tested this model for the ratio range \((\alpha_2/\alpha_3)\) between 0.5 and 1.5. Data from 40 car-following test runs were fitted to the model, and an improvement in fit was found to occur in the range \(1 \leq (\alpha_2/\alpha_3) \leq 1.25\). The average weighting factor was \(\approx 1.1\) for runs made in the Holland and Lincoln Tunnels of New York City and on a test track.

Forbes and his associates\(^26,27\) have reported on simulated studies of platoon behavior and air photo records of urban freeway sections.\(^28\) As a result of the simulation runs (two vehicles following a lead vehicle “closely but safely as if anxious to get home in heavy traffic”), the authors found that time headways after an experimental (and unexpected) deceleration by the lead vehicle were about twice as large as the time headways before the deceleration. As the lead car accelerated after the slowdown the following drivers allowed a greater time and distance gap to develop, from which it may be inferred that reaction time to acceleration is greater than for deceleration.

Newell,\(^29,30\) building on the findings of Forbes et al., has hypothesized and discussed a car-following model that considers different forms for acceleration and deceleration. Newell considers that delay in responding to a stimulus may be a “consequence of laziness or intentional failure of drivers to respond to every stimulus, rather than some inherent limitation on reaction times.”

Newell’s approach to the car-following model is illustrated in Figure 6.7. Consider a vehicle that has been following a lead vehicle at a constant velocity and at a desired spacing. The lead vehicle accelerates but the following vehicle is in no hurry to close the spacing, being satisfied with the longer spacing until some further change takes place in the velocity (and therefore spacing) of the lead vehicle. When the lead car decelerates, the following car allows some of the excess gap to dissipate before reacting to the deceleration.

In Figure 6.7 it is assumed that there are two velocity–headway relationships of the form

\[
\dot{x}_{n+1}(t+T) = G_{n+1}[\dot{x}_n(t) - x_{n+1}(t)]
\]

(6.32)

where \(G_{n+1}\) is a function selected to represent the empirical relationship between velocity and headway (one for acceleration and a second for deceleration, as shown by the solid lines). The solid lines are connected by a family of curves, one through each point in the region of the velocity–headway space between the two curves. These connecting curves (dashed line) have small (or zero) slope, indicating a small (or zero) change in velocity as a function of the change in spacing.

The following example illustrates the use of the curves. Assume two cars have an initial velocity \(V_1\) and a spacing given by the deceleration curve (point 1). The lead car accelerates to a velocity \(V_2\). The following car accelerates only slightly, letting the spacing increase as shown at point 2. When that occurs the following driver accelerates according to the acceleration curve shown until he has reached a velocity \(V_3\) and the associated spacing (point 3). When the lead car decreases velocity to \(V_1\), the following driver decelerates only slightly, allowing the gap to decrease to point 4. At point 4 the driver initiates a more affirmative deceleration movement (along the deceleration curve) until the velocity and spacing have returned to the initial condition (point 1).

It is important to note that in this model the stimulus to the driver is spacing (not relative velocity as previously discussed) and that there are different relationships for the acceleration and deceleration cases.

Newell further relates his hypothesis to the formation of shock waves in dense traffic, showing his model to be consistent with observations of shock waves in tunnel flow. Newell has indicated only the structure of the theory; he has not attempted to obtain quantitative results.\(^59, p. 53\)
6.8 FURTHER APPLICATION OF CAR-FOLLOWING MODELS

In previous sections of this chapter applications have related to the explanation of observed traffic phenomena, particularly in conditions of dense traffic such as observed in tunnels or on crowded highways. Car-following models have also been used to evaluate aids to driver car following, to examine the behavior of platoons of buses as may be operated on an exclusive freeway lane, to anticipate the effect of short cars on the flow and speed of downtown traffic, and to examine safety in car following.

6.8.1 Applications to Driver-Aided Car Following

One method of improving lane capacity would be to give a driver more information, permitting him to decrease his reaction time and therefore follow the lead vehicle at a lesser headway. Fenton and Montano \(^{31}\) report the results of an experiment in which additional information about the lead car was given to a driver by means of a tactile device built into the single control stick used for steering, acceleration, and deceleration (as opposed to a steering wheel, accelerator pedal, and brake pedal as normally used). The tactile device was a finger flush with the control stick at the correct spacing, recessed when headways were too small and protruding when headways were greater than desired. Drivers were able to reduce tracking error, very nearly duplicating the motion of the lead driver, but at the same time it was observed that asymptotic stability was not obtained under the conditions for optimum tracking.

An earlier experiment in improving driver information is reported by Bierley.\(^{32}\) Drivers were given a visual display that showed spacing in one instance and a combination of spacing and relative velocity in a second instance. The display was used to supplement any clues the driver might normally obtain from observing a lead vehicle.

In the first instance (spacing information only added to normal clues) there was improvement (reduction) in absolute spacing error and in variability in spacing error. However, there was no significant reduction in reaction times or maximum spacing change, indicating that the simple display was no real improvement over no display at all.

In the second instance (spacing + relative velocity information added to normal clues) following performance was significantly improved. Absolute spacing error, absolute spacing changes, variability in spacing error, and reaction time were all reduced. Bierley does not make an analysis of asymptotic stability for this case, but the results of Fenton and Montano would suggest that the improved car following is not coincident with asymptotic stability. Bierley suggests a car-following model of the form:

\[
x_{n+1}(t+T) = a [\dot{x}_n(t) - \dot{x}_{n+1}(t)] + k [x_n(t) - x_{n+1}(t)]
\]

(6.33)

where \(a\) and \(k\) are sensitivity constants for relative speed and relative spacing, respectively.

In a comprehensive study and review of the "car-following" problem as applied to improving flow (safety and volume) Rockwell and Treiterer \(^{33}\) suggest a control system in which the acceleration of the following vehicles is given by:

\[
x_{n+1}(t+T) = a [\dot{x}_n(t) - \dot{x}_{n+1}(t)] + K \ddot{x}_n(t)
\]

(6.34)

The relationship suggests that the acceleration, after some lag \(T\), is a function of difference in velocity plus a term indicating that the following car exactly duplicates the acceleration of the lead car after a lag of \(T\) sec. (This latter component is termed "acceleration control" by Rockwell and Treiterer.) The parameter \(K\) varies from 0 to 1.0, representing the propor-
tion of the control that is acceleration control. For \( K=1.0 \) (total acceleration control) each vehicle would exactly duplicate the acceleration of the preceding vehicle after a lag of \( T \) sec, a system that cannot be controlled by drivers without the aid of supplementary devices.

6.8.2 Single-Lane Bus Flow

An application of car-following theory to an analysis of single-lane flow of heavy vehicles (large buses were used in the experiment) is reported by Rothery et al.\(^4\) Car-following experiments, similar to those involving pairs of automobiles, were conducted with pairs of buses directly connected by the apparatus used to measure the required parameters of car-following models.

Three versions of the general expression for car following (Eq. 6.18) were analyzed. The three models evaluated were for the following cases:

<table>
<thead>
<tr>
<th>Model</th>
<th>( l )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>reciprocal spacing</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>reciprocal spacing–speed</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Of the three models tested, the reciprocal spacing model provided the best fit to the data. For the 22 drivers involved, the value of lag time (\( T \)) ranged from 0.4 to 1.6 sec (the higher value occurred during a test conducted in the rain). These values can be compared with those found in Table 6.4, where the average value of \( T \) is about 1.4 sec. The value of \( \alpha \) for the reciprocal spacing model was approximately 36 mph for expressway facilities, substantially greater than the values of about 20 mph found for passenger vehicles in the vehicular tunnels as reported in Table 6.4.

An analysis of stability for the bus-following experiment showed that all of the data points were in the region of asymptotic stability, whereas in previous automobile experiments only about one-half of the data points fell in this region.

Applicability of the car-following model to steady-state flow was tested by observations of platoons ranging from two to ten buses. The platoon experiments verified the predictions of the bus-following model; i.e., maximum flows at a rate of 1,450 buses/hr at a constant speed of 33 mph were measured.

6.8.3 Effect of Small Cars on Downtown Traffic

Two major advantages are usually claimed for small cars: they occupy less space when parked and they will reduce congestion. McLennan and Simkowitz\(^5\) have estimated the anticipated reduction in congestion by computer simulation of a single lane of traffic consisting of a number of cars with identical acceleration and performance characteristics, but with varying lengths.

The simulation modeled the behavior of a file of cars down one lane of a street with arbitrarily fixed-cycle traffic signals. Driver behavior was based on a car-following model plus a model of a lead-car driver's behavior. The model was designed to reflect driver reaction to the traffic signal indication if it took precedence over the stimulus received from the lead car. When the lead car provided the stimulus, the driver behavior was based on the model given in Eq. 6.13 (the reciprocal spacing model). The results of the simulation are synopsized in Table 6.6. They indicate that the flow increased by 70 percent and the velocity by 57 percent if all small cars (10 ft long) are substituted for all long cars (20 ft long), and congestion is such that there is a queue of 15 cars at each light.

The validity of the simulation model was verified by data collected during a Friday rush-hour period on a three-block section of Walnut Street in downtown Philadelphia. Results of the field experiment corresponded closely with the simulation results.

6.8.4 Safety in Car Following

A further example of simulating car-following behavior on a digital computer is given by Fox and Lehman.\(^3\) The purpose of the study was to investigate those driver and vehicle characteristics that are most important in eliminating rear-end collisions. The car-following model used is that given by Eq. 6.18 with \( m=1 \), \( l=2 \). Refinements included the option of including the next-ahead vehicle as a stimulus, a driver sensitivity factor that reflected whether the driver was accelerating or decelerating, and a distance "threshold" beyond which the driver did not adjust his velocity as dictated by the car-following equation.

The implications drawn from the simulation studies were concerned with the reduction in accidents that might follow by sharpening
drivers' perceptions and minimizing response lag. The simulation demonstrated that the quantities most efficient for system behavior are (1) driver reaction time, (2) desired spacing, and (3) threshold boundary for relative velocity perception. Specific suggestions for improving or minimizing the effect of these three quantities are given in Fox and Lehman, Chapter 4.}\footnote{From McClanahan and Simkowitz.}\footnote{Flow converted to vehicles/hr of green.}\footnote{Velocity in ft/sec.}

6.9 ACCELERATION NOISE

It is reasonable to assume that a driver will attempt to maintain a uniform velocity when he is traveling along a roadway. Even at low volumes on a limited-access roadway, however, he will fluctuate from his desired velocity. In the presence of high volumes, where his velocity and acceleration are a function of the car-following laws, or in the urban situation, where traffic controls dictate his velocity, there will be greater fluctuations about his desired velocity.

A measure of the fluctuations of a driver is given by the standard deviation $\sigma$ of the acceleration about the mean acceleration and is defined as the acceleration noise. The mathematical definition of this quantity, assuming mean acceleration to be zero, is

$$\sigma = \left( \frac{1}{T} \int_0^T [a(t)]^2 dt \right)^{1/2}$$ \hspace{1cm} (6.35)

where $a(t)$ is the acceleration (positive or negative) at time $t$ and $T$ is the total time in motion. An alternative form, in which acceleration is sampled at successive time intervals ($\Delta t$) becomes

$$\sigma = \left( \frac{1}{T} \sum_{i=1}^K n_i \Delta t_i \right)^{1/2}$$ \hspace{1cm} (6.36)

A "smooth" trip will have minor deviations, a "rough" trip greater deviations from the mean acceleration.

The concept of acceleration noise developed as a result of car-following studies\footnote{Flow converted to vehicles/hr of green.}\footnote{Velocity in ft/sec.} and was further analyzed by Jones and Potts\footnote{From McClanahan and Simkowitz.} who suggested that the parameter might be used to give partial answers to such questions as, "How much safer and more economical is a four-lane dual highway than a twisty two-lane road?"; or "Are teenage drivers more reckless than other drivers?"; or "How much congestion is produced by increasing traffic volume and the general side activity generated by a shopping area?"

6.9.1 Calculation of Acceleration Noise

Eqs. 6.35 and 6.36 do not lend themselves to ease of calculation of data collected in field studies. An equation for acceleration noise, which is adaptable to reduction and analysis of data, is

$$\sigma = \left[ \frac{1}{T^2} \sum_{i=1}^K \frac{n_i^2}{\Delta t_i} \left( \frac{V_T - V_0}{T} \right)^2 \right]^{1/2}$$ \hspace{1cm} (6.37)

where $T$ is the time in motion for the trip segment, $\Delta u$ is taken as a constant increment of velocity change (mph), $\Delta t_i$ is the time interval (sec) for a change in velocity of magnitude $n_i \Delta u$ ($n$ is integer), and $V_0$ and $V_T$ represent the velocity (mph) at the start and end of the trip segment. $K$ represents the number of segments of uniform acceleration,
where $\Delta t_i$ and $n_i$ are measured along a trace of velocity versus time, with measurements being recorded for every change in acceleration. For a long trip, or a trip where $V_f$ and $V_0$ are nearly identical, the second term of the equation can be neglected. The derivation of this equation is given by Drew, Dudek, and Keese.37

Data may be collected by connecting a recording pen directly to a vehicle speedometer cable or to a fifth wheel and tracing the velocity directly on a moving strip of paper, where the distance the paper moves is proportional to time. A hypothetical trace of this type is shown in Figure 6.8. Data may also be collected by recording the total distance traveled (ft) at fixed intervals (about 1 sec) and then calculating velocity and acceleration from these distance-time measurements. The distance may be recorded on film, advancing at one frame per second, or on tape, where the distance is printed or punched at the proper time interval. Except for punch tape that may be read directly into a computer, the data reduction is lengthy and tedious.

A trace of a velocity–time graph for a hypothetical vehicle proceeding on a rural highway and then entering an urban area at about 5.0 min from the start of the record is shown in Figure 6.8. The initial velocity $V_0$ is 54 mph and at 30 sec the driver begins to decelerate for a curve with an advisory speed limit of 45 mph, gradually accelerating again to 60 mph at 96 sec. He continues at this velocity until 132 sec, at which time he is forced to adjust his speed to a slower-moving vehicle. He continues with minor velocity fluctuations until 246 sec and then decelerates to adjust to urban traffic and a speed-zone restriction. For the second 5-min interval the driver is subject to a rapid series of accelerations and decelerations, including a complete stop for a traffic signal 450 sec after the start of the record. The acceleration noise for the first 5 min of the record is determined as in Table 6.7.

In the example it is assumed that $\Delta u=2.0$ mph and the acceleration noise is calculated for the first 5-min interval as shown in Figure 6.8. It is convenient to use a table of values of $n^2/\Delta t$ (such as Table 6.8) in order to calculate the value of $n^2/\Delta t$ progressively on a desk calculator. Substituting the appropriate values in

![Figure 6.8 Velocity trace over 10-min time interval.](image-url)
Eq. 6.37, recalling that \( V_o \) and \( V_n \) must be converted from mph to ft/sec, \( \sigma = \left( \frac{8.60}{300} \right) \times 2.55 - \left( \frac{(40-54)/300^2}{88/60} \right)^{1/2} = (0.068)^{1/2} = 0.26 \) ft/sec.

By contrast, the acceleration noise for the second 5-min period is \( \sim 0.88 \) ft/sec. For the second 5-min period, \( T = 270 \) sec; because \( T \) is defined as the time in motion, the interval from 450 to 480 sec is not included in the calculation of acceleration noise.

**TABLE 6.7 Example Showing Calculation of Acceleration Noise**

<table>
<thead>
<tr>
<th>Elapsed Time at End of Interval (sec)</th>
<th>Velocity ( u ) at End of Interval (mph)</th>
<th>( n )</th>
<th>( \Delta t ) (sec)</th>
<th>( n^2/\Delta t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>54</td>
<td>0</td>
<td>30.0</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>54</td>
<td>0</td>
<td>30.0</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>2</td>
<td>18.0</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
<td>3</td>
<td>18.0</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>2</td>
<td>18.0</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0</td>
<td>36.0</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>56</td>
<td>2</td>
<td>18.0</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>54</td>
<td>1</td>
<td>30.0</td>
<td>0.03</td>
</tr>
<tr>
<td>8</td>
<td>56</td>
<td>1</td>
<td>36.0</td>
<td>0.03</td>
</tr>
<tr>
<td>9</td>
<td>56</td>
<td>0</td>
<td>30.0</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>1</td>
<td>18.0</td>
<td>0.06</td>
</tr>
<tr>
<td>11</td>
<td>40</td>
<td>7</td>
<td>36.0</td>
<td>1.36</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>300.0</strong></td>
<td><strong>7</strong></td>
<td><strong>2.55</strong></td>
<td></td>
</tr>
</tbody>
</table>

If \( \Delta t \) is in seconds, the running time \( T \) in seconds, and \( \Delta u = 2.0 \) mph, \( (\Delta u)^2 = (2.08 \times 88/66)^2 = 8.60 \) ft/sec.

**TABLE 6.8 Values of \( n^2/\Delta t \)**

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>( n=1 )</th>
<th>( n=2 )</th>
<th>( n=3 )</th>
<th>( n=4 )</th>
<th>( n=5 )</th>
<th>( n=6 )</th>
<th>( n=7 )</th>
<th>( n=8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>4.00</td>
<td>9.00</td>
<td>16.00</td>
<td>25.00</td>
<td>36.00</td>
<td>49.00</td>
<td>64.00</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>2.00</td>
<td>4.50</td>
<td>8.00</td>
<td>12.50</td>
<td>18.00</td>
<td>24.50</td>
<td>32.00</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
<td>1.33</td>
<td>3.00</td>
<td>5.33</td>
<td>8.33</td>
<td>12.00</td>
<td>16.33</td>
<td>21.33</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>1.00</td>
<td>2.25</td>
<td>4.00</td>
<td>6.25</td>
<td>9.00</td>
<td>12.25</td>
<td>16.00</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.80</td>
<td>1.80</td>
<td>3.20</td>
<td>5.00</td>
<td>7.20</td>
<td>9.80</td>
<td>12.80</td>
</tr>
<tr>
<td>6</td>
<td>0.17</td>
<td>0.67</td>
<td>1.50</td>
<td>2.67</td>
<td>4.17</td>
<td>6.00</td>
<td>8.17</td>
<td>10.67</td>
</tr>
<tr>
<td>7</td>
<td>0.14</td>
<td>0.57</td>
<td>1.29</td>
<td>2.29</td>
<td>3.57</td>
<td>5.14</td>
<td>7.00</td>
<td>9.15</td>
</tr>
<tr>
<td>8</td>
<td>0.13</td>
<td>0.50</td>
<td>1.13</td>
<td>2.00</td>
<td>3.13</td>
<td>4.50</td>
<td>6.13</td>
<td>8.00</td>
</tr>
<tr>
<td>9</td>
<td>0.11</td>
<td>0.44</td>
<td>1.00</td>
<td>1.78</td>
<td>2.78</td>
<td>4.00</td>
<td>5.44</td>
<td>7.11</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.40</td>
<td>0.90</td>
<td>1.50</td>
<td>2.50</td>
<td>3.60</td>
<td>4.90</td>
<td>6.40</td>
</tr>
<tr>
<td>11</td>
<td>0.09</td>
<td>0.36</td>
<td>0.82</td>
<td>1.45</td>
<td>2.27</td>
<td>3.27</td>
<td>4.45</td>
<td>5.82</td>
</tr>
<tr>
<td>12</td>
<td>0.08</td>
<td>0.33</td>
<td>0.75</td>
<td>1.33</td>
<td>2.08</td>
<td>3.00</td>
<td>4.08</td>
<td>5.33</td>
</tr>
<tr>
<td>13</td>
<td>0.08</td>
<td>0.31</td>
<td>0.69</td>
<td>1.23</td>
<td>1.92</td>
<td>2.77</td>
<td>3.77</td>
<td>4.92</td>
</tr>
<tr>
<td>14</td>
<td>0.07</td>
<td>0.29</td>
<td>0.64</td>
<td>1.14</td>
<td>1.79</td>
<td>2.57</td>
<td>3.50</td>
<td>4.57</td>
</tr>
<tr>
<td>15</td>
<td>0.07</td>
<td>0.27</td>
<td>0.60</td>
<td>1.07</td>
<td>1.67</td>
<td>2.40</td>
<td>3.27</td>
<td>4.27</td>
</tr>
<tr>
<td>16</td>
<td>0.06</td>
<td>0.25</td>
<td>0.56</td>
<td>1.00</td>
<td>1.56</td>
<td>2.25</td>
<td>3.06</td>
<td>4.00</td>
</tr>
<tr>
<td>17</td>
<td>0.06</td>
<td>0.24</td>
<td>0.53</td>
<td>0.94</td>
<td>1.47</td>
<td>2.12</td>
<td>2.88</td>
<td>3.76</td>
</tr>
<tr>
<td>18</td>
<td>0.06</td>
<td>0.22</td>
<td>0.50</td>
<td>0.89</td>
<td>1.39</td>
<td>2.00</td>
<td>2.72</td>
<td>3.56</td>
</tr>
<tr>
<td>19</td>
<td>0.05</td>
<td>0.21</td>
<td>0.47</td>
<td>0.84</td>
<td>1.32</td>
<td>1.89</td>
<td>2.58</td>
<td>3.37</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.20</td>
<td>0.45</td>
<td>0.80</td>
<td>1.25</td>
<td>1.80</td>
<td>2.45</td>
<td>3.20</td>
</tr>
</tbody>
</table>
6.9.2 Acceleration Noise Related to Roadway and Traffic

Acceleration noise is mainly influenced by three factors—the driver, the road, and traffic conditions. An aggressive driver, with frequent and relatively large speed changes, will have greater "noise" than a passive driver. A narrow, winding road or a signalized urban street will show greater and more frequent changes in velocity than will occur on a multilane freeway. Finally, a driver in congested traffic will generate more acceleration noise than that obtained at low traffic volumes, as demonstrated by the example shown in Figure 6.8.

Jones and Potts measured acceleration noise over different roads, varying traffic conditions, and different drivers. They reported the following conclusions:

1. For two roads through hilly country, is much greater for a narrow 2-lane road than for a 4-lane dual highway.
2. For a road in hilly country, is greater for a downhill journey than for an uphill one.
3. For two drivers driving different speeds below the design speed of a highway, is much the same.
4. If one or both drivers exceed the design speed, is greater for the faster driver.
5. Increasing traffic volume increases .
6. Increasing traffic congestion produced by parking cars, stopping busses, cross traffic, crossing pedestrians, etc., increases .
7. The value of may be a better measure of traffic congestion than travel times and stopped times.
8. High values of indicate a potentially dangerous situation.

Although Jones and Potts caution against the use of arbitrary interpretation of values of , they make the observation that is a low value and is a high value.

Helly and Baker modified the calculation of acceleration noise by proposing a parameter

$$G = \frac{\sigma}{\nu}$$  \hspace{1cm} (6.38)

where is the velocity gradient, is the acceleration noise, and is the mean velocity on the trip. It was reasoned that the acceleration noise alone does not describe the quality of the trip, that a fast trip and a slow trip could both have the same value of but the fast trip would be more desirable. The time used in the calculations of was the total trip time, including stop time.

Underwood reported results of observations made in Australia that suggest that seems to be a better measure of traffic congestion than , but contradicts item 7 of the conclusion of Jones and Potts by questioning whether the velocity gradient is any better than total travel time as a measure of congestion.

6.9.3 Acceleration Noise of a Vehicle in Traffic

The acceleration noise of an isolated vehicle was discussed in Section 6.9.1. In Sections 6.1–6.7, several simple car-following laws for traffic were exhibited. Clearly, the total acceleration noise of a vehicle in traffic is a superposition of its natural noise (the acceleration noise at very low traffic volume) and its response to that of its predecessors through the law of following. The total acceleration noise of vehicles at different locations in a platoon has been measured by Herman and Rothery (Figure 6.9). It is noted that traffic has broadened the acceleration distribution function so that the acceleration noise far down the platoon is about three times that of the lead car, which is effectively moving freely on the road. Figure 6.9 also shows that if the traffic stream is proceeding in a stable manner, where stability means the damping out of small
disturbances, as discussed in Section 6.3.2, the increase of the noise of a given lead vehicle is damped out by the time the signal of its motion has propagated down to the fifth or sixth car behind it. Traffic broadens the acceleration distribution increasing the value of \( \sigma \), the broadening being smaller for the conservative driver who is satisfied to follow the stream than for the "cowboy" who by weaving attempts to drive 5–10 mph faster than the stream. This is shown in Figure 6.10 for traffic on Woodward Avenue in Detroit. \(^{10}\)

The traffic broadening is not large for smoothly flowing traffic, but the dispersion increases rapidly at the onset of congestion. For stop-and-go traffic the dispersion is small because cars are unable to accelerate to appreciable speeds.

The broadening of the acceleration distribution by traffic depends on the parameters of the law of following, because, as previously noted, the acceleration of the \( n \)th car at time \( t \) is a superposition of its natural acceleration noise and its response to the motion of its predecessor. Montroll \(^{41}\) has shown that in smoothly moving traffic separation distance varies only slightly from the equilibrium distance \( s \); hence, Eq. 6.13 can be linearized so that addition of the natural acceleration \( \beta(t) \) gives

\[
\bar{x}_{n+1}(t + T) = \bar{x}_n(t) - \bar{x}_{n+1} + \beta(t) \quad (6.39)
\]

\[
C = \alpha_n/[x_n(t) - x_{n+1}(t)] = \alpha_n/s \quad (6.40)
\]

in which

The \( \beta(t) \) is a random value of the acceleration \( a \), whose value at time \( t \) is not specified. It is determined by its distribution function \( f(a) \) so that \( f(a)da \) is the probability that \( \beta(t) \) has a value between \( a \) and \( a+da \) at time \( t \). For simplicity, assume that \( \beta(t) \) has the same distribution for all drivers on the road of interest. One can use the standard methods of the theory of Brownian motion to determine the statistical differences of properties of \( a_n(t) \) from those of \( \beta(t) \) in terms of \( C \) and \( T \) (lag time). If the acceleration noise is peaked in the low-frequency range, one finds that the dispersion \( \sigma \) of the distribution function of \( a_n(t) \) (as \( n \to \infty \); i.e., for cars far from the beginning of a platoon) is related to the natural noise dispersion \( \sigma_n \) of \( \beta(t) \) by

\[
\sigma = \sigma_n/(1 - 2CT)^{1/2} \quad \text{if} \quad 2CT < 1 \quad (6.41)
\]

The stability condition \( (CT < 1/2) \) again makes its appearance. (See section 6.3.2.) The closer the traffic reaches the limit of stability \( (2CT \to 1) \), the larger is the traffic broadening of the acceleration noise.

If Eq. 6.40 is substituted in Eq. 6.41, the average spacing may be expressed as

\[
s = 2CT/(1 - (\sigma_0/\sigma)^2) \quad (6.42)
\]

This equation was checked with the Holland Tunnel observations of Herman, Potts, and Rothery. The traffic broadening of the acceleration noise dispersions \( \sigma/\sigma_n \) in the tunnel varied from about 1.50 to 1.75, depending on the density during the experiment. The average time lag of 1.5 sec, which was observed in car-following experiments, was substituted in Eq. 6.42, as was the observed ratio \( \sigma/\sigma_n \). The computed values of \( s \) were then converted into appropriate densities \( (s = 1/k) \), which were compared with the observed densities made at the same time as \( \sigma/\sigma_n \) was determined. These calculated values generally did not deviate from the measured ones by more than 10 or 15 percent.

### 6.10 REFERENCES
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6.11 RELATED LITERATURE


6.12 PROBLEMS

1. Repeat the example of the car-following calculations given in Table 6.1 using 0.5-s sec increments. If a computer is available, you may wish to repeat the process at 0.1-s sec increments. (Fox and Lehman discuss problems that may be encountered with computer simulation of car following.)

2. Show that the steady-state flow equation corresponding to the car-following equation

\[ \bar{x}_{n+1}(t+T) = \alpha_n \frac{x_n(t) - \bar{x}_n(t)}{[x_n(t) - x_{n+1}(t)]^2} \]

is equal to \( q = u_c k [1 - k/k_i] \). Use the technique outlined in Section 6.5.

3. Calculate the acceleration noise for the time interval 5–10 min shown in the velocity trace given in Figure 6.8. Recall that intervals of zero velocity (7:30 to 8:00) are not included in the calculations.
Chapter 7
HYDRODYNAMIC AND KINEMATIC MODELS OF TRAFFIC

7.1 INTRODUCTION

Because traffic involves flows, concentrations, and speeds, there is a natural tendency to attempt to describe traffic in terms of fluid behavior. In car-following models traffic is recognized as being made up of discrete particles and it is the interactions between these particles that have been examined. Applying to traffic those models which have been developed for fluids (i.e., continuum models) implies greater concern in the over-all statistical behavior of the traffic stream than in the interactions between particles. Because the sample size for traffic includes only a few particles, fluid models have certain shortcomings. Nevertheless, fluid models (i.e., models that treat traffic as a continuous medium) have certain uses, expressly the behavior of the stream rather than individual cars.

Although some writers have postulated an analogy between traffic and a real fluid, it is preferable to begin with fundamental observations and postulates concerning traffic and then to identify analogies with fluids as these analogies appear. To begin, the continuity equation for traffic is developed and its analogy to the continuity equation for fluids is delineated. Next, the concept of waves in traffic is developed and example applications to practical problems are provided. Thereafter, selected models of platoon diffusion are treated. Finally, the Boltzmann-like theory of traffic is briefly presented.

7.2 CONTINUITY EQUATION

Consider two traffic counting stations on a one-way link as shown in Figure 7.1. The stations are so situated that there are no traffic sources or sinks between the stations, and station 2 is downstream from station 1.

Let \( N_i \) be the number of cars passing station \( i \) during time \( \Delta t \), \( q_i \) the flow (volume) passing station \( i \) during time \( \Delta t \), \( \Delta x \) the distance between stations, and \( \Delta t \) the duration of simultaneous counting at stations 1 and 2. Suppose that \( N_1 > N_2 \). This implies that there must be a buildup of cars between station 1 and station 2, inasmuch as there is no traffic sink between the stations.

Let \( (N_2 - N_1) = \Delta N \). (Thus, \( \Delta N \) will be negative for a buildup.

\[
\begin{align*}
N_1/\Delta t &= q_1 \\
N_2/\Delta t &= q_2 \\
\Delta N/\Delta t &= \Delta q
\end{align*}
\]

Then, the buildup of cars between stations during the period \( \Delta t \) will be \( (-\Delta q)(\Delta t) \). If \( \Delta x \) is of such a length that it is appropriate to use a uniform density (concentration) over this distance, let \( \Delta k = \) increase in concentration of cars between stations 1 and 2 during period \( \Delta t \), or

\[
\Delta k = \frac{-(N_2 - N_1)}{\Delta x}
\]

Then, the buildup of cars may be expressed by

\[
(\Delta k)(\Delta x) = -\Delta N
\]

Under the assumption of conservation of cars,

\[
-(\Delta q)(\Delta t) = (\Delta k)(\Delta x)
\]

and

\[
\frac{\Delta q}{\Delta x} + \frac{\Delta k}{\Delta t} = 0
\]

If the medium is now considered continuous and the finite increments are allowed to become infinitesimal, in the limit

![Figure 7.1 Sketch of two closely spaced measuring stations.](image-url)
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\[ \frac{\partial q}{\partial x} + \frac{\partial k}{\partial t} = 0 \quad (7.1) \]

Eq. 7.1 will be recognized as the continuity expression for a fluid.

7.3 WAVES IN TRAFFIC

To anyone slightly familiar with the behavior of fluids, especially with shock waves in fluids, the behavior of traffic at a bottleneck appears to be acting in a shock wave-like manner. (In the late 1950s wave phenomena in traffic even became the subject of advertisements.)\(^1\) The existence and behavior of traffic shock waves has been demonstrated by Lighthill and Whitham.\(^2\) But the use of traffic wave analysis is not limited to shock waves. Lighthill and Whitham have also demonstrated that several traffic problems can be analyzed by assuming a system of traffic waves. In the following sections a variety of analytic techniques is used to demonstrate and analyze traffic waves.

7.3.1 Fundamental of Traffic
Shock Wave Motion *

For the purposes of this discussion a shock wave is defined as the motion or propagation of a change in concentration and flow. Consider the movement of two distinct concentrations of traffic \( k_1 \) and \( k_2 \) along a straight highway (Figure 7.2). These concentrations are separated by the vertical line \( S \), which has a velocity of \( u_w \). This velocity is considered positive if the line moves in the direction of positive \( x \) as depicted by the arrow. With the following notations,

\[ u_1 = \text{space mean speed of vehicles in region A} \]
\[ u_s = \text{space mean speed of vehicles in region B} \]
\[ U_{r1} = (u_1 - u_w) = \text{speed of vehicles in region A relative to the moving line S} \]
\[ U_{r2} = (u_s - u_w) = \text{speed of vehicles in region B relative to the moving line S} \]

it is evident that in time \( t \) the number of vehicles \( N \) crossing the dividing line \( S \) is

\[ N = U_{r1} k_1 t = U_{r2} k_2 t \]

or

\[ (u_1 - u_w)k_1 = (u_s - u_w)k_2 \quad (7.2) \]

Eq. 7.2 is a restatement of the conservation of matter applied to the vehicles that cross the line and may be written in the form

\[ u_0 k_2 - u_1 k_1 = u_m (k_2 - k_1) \quad (7.3) \]

If the rate of traffic flow in region A is \( q_1 \), and the rate of traffic flow in region B is \( q_2 \),

\[ q_1 = k_1 u_1 \]

and

\[ q_2 = k_2 u_2 \]

On insertion of these values, Eq. 7.3 may be manipulated to

\[ u_w = (q_2 - q_1) / (k_2 - k_1) \quad (7.4) \]

If the rates of flow and the concentrations are nearly equal,

\[ (q_2 - q_1) = \Delta q, \quad (k_2 - k_1) = \Delta k \]

and Eq. 7.4 becomes

\[ u_w = \Delta q / \Delta k = dq / dk \quad (7.5) \]

which is the equation for the velocity \( u_w \) with which small disturbances in the traffic stream are propagated.

In the general case in which the differences in the concentrations on the two sides of the moving line \( S \) are not infinitesimally small, Eq. 7.4 may be written in the form

\[ u_w = (u_2 k_2 - u_1 k_1) / (k_2 - k_1) \quad (7.6) \]

Eq. 7.6 demonstrates that the speed \( u_w \) is the slope of the chord between points 1 and 2 on the flow-concentration diagram. This fact is used in several analyses that follow.

7.3.2 Accelerations in Traffic Stream
Observations

Having developed the speed of propagation of small disturbances by two semiquantitative approaches, it is now possible to examine the various accelerations related to the traffic stream. This approach will be purely analytic.\(^*\)

\(^*\) This section and Figures 7.2–7.5 have been adapted from the manuscript prepared by L.A. Pipes for Highway Research Board Special Report 79.\(^a\)

\(^a\) This section is based on Pipes but has been changed somewhat in notation and in order of presentation.
Consider the speed of the traffic stream, \( u \). From the discussion of partial derivatives in any calculus text,

\[
\frac{du}{dt} = \frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} \frac{dx}{dt}
\]

(7.7)

Here \( \frac{du}{dt} \) is the acceleration of an observer moving with the traffic stream, and \( \frac{\partial u}{\partial t} \) is the acceleration of the traffic stream as viewed by an observer at a fixed point at the side of the road.

If it is assumed that \( u \) is a function of \( k \),

\[ u = u(k) \]  

(7.8)

then

\[
\frac{\partial u}{\partial t} = \frac{du}{dk} \frac{\partial k}{\partial t} + u \frac{du}{dk} \frac{\partial k}{\partial x}
\]

(7.9)

Substituting Eq. 7.9 in Eq. 7.7 gives

\[
\frac{du}{dt} = \frac{du}{dk} \frac{\partial k}{\partial t} + u \frac{du}{dk} \frac{\partial k}{\partial x}
\]

(7.10)

As a consequence of Eq. 7.8,

\[ q = ku = ku(k) = q(k) \]  

(7.11)

\[ \frac{\partial q}{\partial x} = \frac{dq}{dk} \frac{\partial k}{\partial x} = u_w \frac{\partial k}{\partial x} \]  

(7.12)

where

\[ u_w = \frac{dq}{dk} \]  

(7.13)

Eq. 7.1 may now be rewritten using Eq. 7.13 as

\[ \frac{\partial k}{\partial t} = - \frac{\partial q}{\partial x} = -u_w \frac{\partial k}{\partial x} \]  

(7.14)

Noting that \( q = ku \), \( u_w \) may be restated

\[ u_w = \frac{dq}{dk} = \frac{d}{dk} (ku) = u + k \frac{du}{dk} \]  

(7.15)

Substituting Eq. 7.14 in Eq. 7.10 gives

---

* It should be noted that the wave velocity is 0 when headway equals reaction time, is positive when headway is greater than reaction time, and is negative when headway is less than reaction time.

† A review of Figures 4.3–4.8 and 4.10–4.14 reveals that \( \frac{du}{dk} \) is zero or negative for all of the models discussed.
Thus, from Eq. 7.17, when an observer moving with the traffic fluid moves into a less dense region his acceleration is positive; when he moves into a more dense region his acceleration is negative.

The acceleration of traffic as seen by a fixed observer can be restated, using Eq. 7.14:

$$\frac{\partial u}{\partial t} = \frac{du}{dk} \frac{\partial k}{\partial t} = \left[ -u_w \frac{du}{dk} \right] \frac{\partial k}{\partial x}$$

(7.18)

where the quantity in brackets can take on positive, negative, or zero values.

7.3.3 An Application

Before considering an application, let us summarize:

- \(u\) = speed of traffic stream (i.e., speed of an observer moving with the traffic stream);
- \(\frac{du}{dt}\) = acceleration of traffic stream (i.e., acceleration of an observer moving with the traffic stream);
- \(\frac{\partial u}{\partial t}\) = acceleration of the traffic stream as seen by a fixed observer;
- \(u_w\) = speed of propagation of small disturbance in concentration and flow = \(u + k \frac{du}{dk}\); and
- \(\frac{\partial u}{\partial x}\) = speed gradient along the roadway.

$$\frac{du}{dt} = \left[ -u_w \frac{du}{dk} \right] \frac{\partial k}{\partial x} + u \frac{\partial u}{\partial x}$$

(7.19)

7.3.3.1 Numerical Example of Shock Wave Analysis. The following numerical example of shock wave analysis was suggested by L. C. Edie.\(^\circ\) Consider traffic flowing at 1,000 vehicles/hr with a concentration of 20 vehicles/mile and a speed of 50 mph, as represented by point 1 in Figure 7.6. A truck with a speed of 12 mph (as represented by the slope of the radius vector 0–2 in Figure 7.6) enters the traffic stream and travels for 2 miles. Because it is impossible to pass, cars immediately behind the truck are forced to match his speed, so that a platoon forms with a platoon concentration of 100 vehicles/mile, a space mean speed of 12 mph, and a platoon flow of 1,200 vehicles/hr, as represented by point 2 of Figure 7.6. The rear of the platoon (i.e., the point at which the free-flowing traffic behind the platoon catches up with the cars in the platoon) moves with a speed represented by the slope of chord 1–2 in Figure 7.6, so

$$u_w = \frac{q_2 - q_1}{k_2 - k_1} = \frac{1,200 - 1,000}{100 - 20} = 2.5 \text{ mph.}$$

Thus, the rear of the platoon (shock wave of increased concentration) is moving forward with a speed of 2.5 mph with respect to the roadway. But the front of the platoon (the truck) is moving forward at a speed of 12 mph. Therefore, the length of the platoon is growing at a rate of \((12.0 - 2.5) = 9.5 \text{ mph.}\) The truck requires \(\frac{3}{6}\) hr for a 2-mile trip so by the time the truck turns off, the length of the platoon is \((\frac{3}{6})(9.5) = 1.58 \text{ miles.}\) At 100 cars/mile, the

\(^*\) Private communication.
platoon will contain 158 cars. Note that while the platoon is growing, although the rear moves forward at a speed of 2.5 mph, the rear is moving backward at a speed of 9.5 mph with respect to the cars in the platoon.

After the truck turns off, flow increases to optimum flow (capacity) of the facility. This condition is represented by point 3 of Figure 7.6, with a flow of 1,500 vehicles/hr, a concentration of 50 vehicles/mile, and a space mean speed of 30 mph. The front of the platoon moves with a speed represented by the slope of the chord 2-3 in Figure 7.6, or

\[ u = \frac{q_5 - q_3}{k_5 - k_3} = \frac{1,500 - 1,200}{50 - 100} = -6.0 \text{ mph.} \]

With the rear of the platoon moving forward at 2.5 mph and the front of the platoon moving to the rear at 6.0 mph, the platoon (originally 1.58 miles long) will dissipate in \( \frac{1.58}{(2.5 + 6.0)} = 0.174 \text{ hr} = 10.44 \text{ min} \).

Thus, for approximately 10 min after the truck has turned off there is still a platoon of queued vehicles.

### 7.3.4 Shock Wave Behavior for Specific u-k Relationship

So far, the analysis has not considered any specific relation between the mean velocities \( u_1 \) and \( u_2 \) and the concentrations \( k_1 \) and \( k_2 \).

If we now assume Greenshields' model,

\[ u_i = u_t(1 - k_i/k_j) \quad (4.1) \]

If we further let

\[ \eta_i = k_i/k_j \]

we can now write

\[ u_1 = u_t(1 - \eta_1) \quad \text{and} \quad u_2 = u_t(1 - \eta_2) \quad (7.21) \]

where \( u_t \) is the free-flow speed of the traffic stream and \( \eta_1 \) and \( \eta_2 \) are the normalized concentrations on both sides of the boundary line S. Substituting these values in Eq. 7.4 gives a wave speed of

\[ u_w = \frac{k_1 u_t(1 - \eta_1) - k_2 u_t(1 - \eta_2)}{k_1 - k_2} \quad (7.22) \]

The relationships for \( \eta_1 \) and \( \eta_2 \) from Eq. 7.20 may be used to simplify Eq. 7.22 with the result

\[ u_w = u_t[1 - (\eta_1 + \eta_2)] \quad (7.23) \]

which gives the velocity of the line S in terms of the normalized concentrations on either side of the moving discontinuity.

### 7.3.4.1 The Case of Nearly Equal Concentrations.

If the normalized concentrations \( \eta_1 \) and \( \eta_2 \) on both sides of the boundary line S are nearly equal, the situation shown in Figure 7.3 exists. The normalized concentration to the left of S is \( \eta_1 \), whereas the normalized concentration to the right of S is \( (\eta + \eta_0) \), where \( \eta + \eta_0 \leq 1 \). In this case, let

\[ \eta_1 = \eta, \quad \eta_2 = [\eta + \eta_0] \quad (7.24) \]

and

\[ [1 - (\eta_1 + \eta_2)] = [1 - (2\eta + \eta_0)] = [1 - 2\eta] \quad (7.25) \]

in which \( \eta_0 \) is neglected. If Eq. 7.25 is substituted in Eq. 7.23, the wave of discontinuity is propagated with the following velocity:

\[ u_w = u_t[1 - 2\eta] \]

This is the equation for the propagation of shock waves obtained by Lighthill and Whitham' by a more elaborate analysis.

### 7.3.4.2 Stopping Waves.

Consider a line of traffic moving with a normalized concentration \( \eta_1 \) and a mean vehicle velocity of

\[ u_1 = u_t[1 - \eta_1] \quad (7.26) \]

At a position \( x = x_0 \) on the highway, a traffic signal causes the traffic to halt, and the stream immediately assumes a saturated normalized concentration of \( \eta_2 = 1 \), as shown in Figure 7.4. To the left of the line S, the traffic is still moving with the mean velocity given by Eq. 7.26 at the original concentration of \( \eta_1 \). Under these conditions the shock wave velocity is obtained by substituting \( \eta_1 = \eta_1 \) and \( \eta_2 = 1 \) in Eq. 7.23 to give

\[ u_w = u_t[1 - (\eta_1 + 1)] = -u_t \eta_1 \quad (7.27) \]

which indicates that the shock wave of stopping travels backward with a velocity of \( u_t \eta_1 \). If the signal at \( x = x_0 \) turns red at \( t = 0 \), then in time \( t \) later, a line of cars of length \( u_t \eta_1 t \) will be stopped behind \( x_0 \).

### 7.3.4.3 Starting Waves.

To discuss the nature of the shock wave produced by the starting of a line of vehicles, assume that at \( t = 0 \) a line of vehicles has accumulated behind a signal located at \( x = x_0 \). Because this line of vehicles is standing still, it has a saturated concentration of \( \eta_1 = 1 \) (Figure 7.5). Assume that at \( t = 0 \) the signal at \( x = x_0 \) turns green and permits vehicles to move forward with a velocity of \( u_w \). Because \( u_w = u_t[1 - \eta_2] \) there exists a concentration of
\[ \eta_2 = 1 - \frac{u_r}{u_t} \quad (7.28) \]

Therefore, a starting shock wave forms as soon as the line of vehicles begins to move. The velocity of this shock wave is obtained by substituting \( \eta_1 = 1 \) and \( \eta_2 = \eta_s \) in Eq. 7.23; thus,
\[ u_w = u_t [1 - (1 + \eta_2)] = -u_{q_0} = -(u_t - u_s) \quad (7.29) \]

Therefore, the shock wave of starting travels backward from \( x_0 \) with a velocity of \( (u_t - u_s) \). Because the starting velocity is small, it is seen that the shock wave of starting travels backward with a velocity essentially equal to \(-u_t\).

Another way of deducing a wave motion is as follows: If \( q = q(k,x) \), then
\[ \frac{\partial q}{\partial x} = \frac{\partial q}{\partial k} \frac{\partial k}{\partial x} \]

If \( k \) is relatively constant with small variations about a mean value, then
\[ \frac{\partial q}{\partial k} = u_w \]
when substituted in Eq. 7.1 gives
\[ \frac{\partial k}{\partial t} + u_w \frac{\partial k}{\partial x} = 0 \]

This differential equation has the solution \( k = \theta(x - u_w t) \), where \( \theta \) is an arbitrary function. Thus small changes in concentration will be propagated in the direction of traffic flow with velocity \( u_w \). (See, for instance, Pipes 5.)

7.3.5 Wave Flow Traffic Analysis

Thus far the discussion has centered around shock waves, which are observable in the field. However, analysis of several traffic situations can be performed by use of a postulated system of traffic waves that are not observable in the field, as first pointed out by Lighthill and Whitham.1 (In a sense these waves are analogous to radio waves that cannot be seen and are thus difficult to comprehend.)

The flow-concentration curve is an essential part of any traffic wave analysis. In Figure 4.15 it was pointed out that for any point on the flow-concentration curve, the radius vector represents the traffic speed \( u_n \) and the tangent represents the wave velocity \( u_w \). Figure 7.7 demonstrates the use of traffic waves to predict the occurrence of a shock wave. The left-hand side of the figure is a flow-concentration (\( q-k \)) curve; the right-hand side, a time-space diagram. On the \( q-k \) curve, point A represents a situation where traffic is flowing near capacity and the speed is reduced to a value well below free-flow speed. Point B represents a situation where traffic flows at a somewhat higher speed because of the lower density. Tangents at points A and B represent the wave velocities for these two situations. Now, if the faster flow of point B occurs later in time than that of point A, the waves of point B will eventually catch up with those of point A. This is shown in the time-space diagram of Figure 7.7. The intersection of these two sets of waves has a slope equal to the chord connecting the two points on the \( q-k \) curve, and this intersection represents the path of the shock wave.* Note that the velocity of the shock wave is often negative with respect to the roadway and is always negative with respect to the traffic.

At this point it is necessary to clarify that the waves on the time-space diagram in this analysis are not trajectories of vehicles but lines of constant flow and thus lines of constant speed. The vehicles have a greater velocity than the waves, because the speed of the vehicle stream is represented by the radius vector, whereas the velocity of the waves is represented by the tangent. Thus the reader may wish to regard these waves as imaginary but useful as an analysis tool.

7.3.5.1 Progress of a Traffic Hump. An example of the application of such analysis techniques is the progress of a traffic "hump" as discussed by Lighthill and Whitham.1 A hump is a parcel of increased density, such as might occur on a freeway, flowing at a constant level along the main stream, when there is a short-term influx of substantial proportions at one on-ramp.

Figure 7.8 portrays the traffic waves associated with the formation of a hump. The speed of the front of the hump can be stated immediately from Figure 7.8 as the velocity of

\[ q(k_2) - q(k_1) \]
\[ \quad k_2 - k_1 \]
\[ \frac{1}{2} \left( q'(k_1) + q'(k_2) \right) \]
\[ - \frac{(k_2 - k_1)^2}{24} \left[ q''(k_1) + q''(k_2) \right] + \ldots \]

* The slope of the chord equals the mean velocity of the two waves for parabolic \( q-k \) curves. This is also approximately true for non-parabolic curves, except those containing a vertical tangent, because the following series expression applies:
the earliest wave representing the increased flow. The construction of the path of the shock wave is carried out as discussed in Figure 7.7 and is shown in Figure 7.9.

7.3.5.2 Behavior of Traffic at Bottlenecks. The study of traffic behavior at bottlenecks represents an important application of traffic wave analysis. A bottleneck is here defined as a stretch of roadway where the capacity is less than that of the roadway sections upstream and downstream from it. Figure 7.10 depicts the flow-concentration curves at various points within the bottleneck. Note the horizontal line at the left of the diagram. This line indicates how the speed of the stream suddenly drops as the bottleneck is reached. Figure 7.11 indicates the passage of the traffic waves through the bottleneck area.

When the approach flow attains the point where it exceeds the capacity of the bottleneck, the duration of such a condition would be finite. This situation might be associated with the passage of a hump as previously discussed or attributable to the buildup of traffic during the peak period, which is followed by dissipation.

Figures 7.12 and 7.13 illustrate this analysis. First, no wave carrying a flow greater than the capacity of the bottleneck can pass the bottleneck zone. (Here, it is necessary to re-emphasize that waves are being discussed and not the actual traffic stream. Given time, the actual traffic stream will eventually pass through the bottleneck.) Consider the arrival of waves as shown in Figure 7.13. At the left-hand side waves of low flow (volume) are seen; hence, high-velocity waves are arriving at the bottleneck area. As they arrive, there is a jump from one flow-concentration \( q-k \) curve to another of lesser capacity (maximum flow) (Figure 7.12), resulting in a decrease in velocity. As the arriving flow increases, arriving wave velocities are less. Eventually, the
condition is reached where the jump from one $q-k$ curve to another results in a zero velocity of the wave within the bottleneck. This is indicated by the horizontal wave in Figure 7.13. As the flow continues to increase the situation typified by the wave ABC is reached. The wave enters the bottleneck with the velocity indicated by point A; this velocity is changed to zero by the bottleneck as indicated by point B. Then increased concentration forces operation to the right-hand side of the $q-k$ curve resulting in a negative wave velocity, the wave leaving the bottleneck in a rearward direction with the velocity indicated by point C. As waves start toward the rear they meet arriving waves; the intersection of these two sets of waves forms a shock wave as indicated by the heavy line at the right of Figure 7.13. As long as arriving flow exceeds the capacity of the (permanent) bottleneck, the shock wave will continue to move upstream, carrying with it decreased flow.

7.4 TRAFFIC FLUID STATE CONSIDERATIONS

In Eq. 7.17 now let

$$F = -k \left( \frac{du}{dk} \right)^2 \quad (7.30)$$

where $F$ may be regarded as a transfer function. This allows Eq. 7.17 to be rewritten

![Figure 7.9 Progress of the traffic hump with time.](image-url)
7.4.1 Greenberg's "One-Dimensional" Fluid State

Greenberg has assumed a traffic fluid state:

\[ \frac{du}{dt} = -\frac{c^2}{k} \left( \frac{\partial k}{\partial x} \right) \quad (7.32) \]

where \( c \) is a constant. (Payne has extended this work to include reaction time.) Eq. 7.32 is equivalent to assuming that

\[ F = -\frac{c^2}{k} \quad (7.33) \]

Equating the values of \( F \) from Eqs. 7.33 and 7.30 gives

\[ -k \left( \frac{du}{dt} \right)^2 = -\frac{c^2}{k} \quad (7.34) \]

which can be manipulated algebraically to yield

\[ \frac{du}{dk} = -\frac{c}{k} \quad (7.35) \]

Eq. 7.35 can be solved as a differential equation with the boundary condition

\[ \begin{align*}
  u &= 0 \quad \text{at} \quad k = k_1 \\
  u/c &= \pm \frac{k}{k_1} 
\end{align*} \quad (7.36) \]

Note that \( 0 \leq \frac{k}{k_1} \leq 1 \); thus, \( \frac{k}{k_1} \leq 0 \). Therefore,
the negative sign must be used to obtain a positive \( u/c \):

\[
u = -c \ln \frac{k}{k_j} = c(\ln k_j - \ln k)
\]

(7.37)

This is the same model as Eq. 4.2 when \( u_m \) is substituted for \( c \). In Section 4.3.2 the maximum flow for this model was shown to be \( q_m = u_m k_j/c \).

Note that the model of Eq. 7.37 is the same as that obtained in the car-following theory where \( l=1 \) and \( m=0 \) (See Table 6.5).

Because of this equivalence, there is a tendency to look on this as a unifying of the microscopic (car-following) and macroscopic (fluid analogy) approaches to the theory of traffic flow. Care must be exercised, however, as to the extent to which one carries this reasoning.

7.4.2 Richards' Equation of State

Richards \(^7\) has implied a state equation of the form

\[
F = -A^2 k
\]

(7.38)

where \( A \) is a constant having the dimensions of speed–concentration.\(^5\) Equating the expressions for \( F \) in Eqs. 7.38 and 7.30 and performing algebraic manipulations, one obtains

\[
du/dk = -A
\]

(7.39)
Solving the differential Eq. 7.39 with the boundary conditions:
\[
\begin{align*}
u &= 0 \quad u = u_t \\
k &= k_j \quad k = 0
\end{align*}
\]
yields
\[u = u_t (1 - k/k_j) \quad (7.40)\]
Note that this is equivalent to assuming that \( A = u_t / k_j \) as a traffic fluid state. Eq. 7.40, of course, is the same as Greenshields' model of Eq. 4.1.

7.4.3 Pipes' Equation of State

Pipes has generalized Richards' work by taking an equation of state of the form
\[F = -A^2 k^{2s+1} \quad (7.41)\]
where \( s \) is an integer not equal to \(-1\). Performing the same operations on Eq. 7.41 as were performed on Eq. 7.38 yields
\[u = u_t [1 - (k/k_j)^{s+1}] \quad (7.42)\]

7.5 QUANTITATIVE ANALYSIS (SIGNALIZED INTERSECTION)

A combination of wave analysis with specific flow-concentration models can be illustrated by studying queue length. The computation of queue length at a traffic signal was first discussed by Lighthill and Whitham and later extended by Rorich.

Consider a one-lane approach to a traffic signal with an approach volume of \( q_A \) and an approach density \( k_A \). The red period of the signal is \( t_r \) and the green (i.e., green plus amber) period is \( t_a \). Figure 7.14 is a \( q-k \) curve, and Figure 7.15 is a time-space plot of the wave patterns. Figure 7.16 is a sketch of the angles used in the trigonometric computation of the queue length.

While the signal is red, traffic is stopped initially at the stopline (line SL in Figure 7.15), and a shock wave is propagated toward the rear. The waves representing the stopped traffic have a slope equal to that of the tangent at point R in Figure 7.14; the waves representing arriving traffic have a slope equal to that of the tangent at point P in Figure 7.14; the line of interference of these two waves represents the path of the shock wave and has a slope equal to that of the chord between points P and R in Figure 7.14. Point A represents the position of the shock wave (i.e., rear of queue) at the instant the signal turns green. Because the response of a traffic system is slow, traffic does not start immediately on receiving the green indication, and some cars may still be required to come to a complete stop even after the green has been displayed. Point B represents the maximum distance from the stopline for which complete stoppage is required. \( X_A \) represents the distance of point A from the stopline, and \( X_B \) represents the distance of point B from the stopline.

\[X_A = t_r \tan \alpha \quad \tan \alpha = \frac{q_A}{k_j - k_A} \quad (7.42)\]
\[X_B = \tan \beta \quad \frac{X_B}{t_r + W} = \tan \alpha \quad (7.43)\]
\[W = \frac{X_B}{\tan \beta} \quad X_B = \tan \alpha (t_r + W)\]
\[X_B = \tan \alpha \left[ t_r + \frac{X_B}{\tan \beta} \right] \]
\[X_B = \frac{t_r}{\tan \alpha} - \frac{1}{\tan \beta} \quad (7.44)\]
\[\tan \beta = \left. \frac{dq}{dk} \right|_{k=k_1} = u_j \]

Where \( u_j \) is the velocity of waves representing jam density,

\[X_B = \frac{t_r}{k_j - k_A} - \frac{1}{q_A} \quad \frac{|u_t|}{q_A} \quad (7.45)\]

Taking Greenshields' model (linear \( u-k \) rela-
tionship with resulting parabolic $q-k$ curve),

$$u = u_t \left( 1 - \frac{k}{k_j} \right)$$

$$q = ku = ku_t \left( 1 - \frac{k}{k_j} \right) = u_t \left( k - \frac{k^2}{k_j} \right)$$

$$\frac{dq}{dk} = u_t - \frac{2u_t k}{k_j}$$

Maximum flow ($q_m$) will occur at $\frac{dq}{dk} = 0$:

$$u_t - 2u_t \frac{k}{k_j} = 0$$

$$k = k_j / 2$$

$$q_m = u_t \left( \frac{k_j}{2} - \frac{k_j^2}{4k_j} \right) = \frac{u_t k_j}{4}$$

$$u_t = \frac{4q_m}{k_j}$$

Velocity of waves representing jam density is expressed

$$\left. \frac{dq}{dk} \right|_{k=k_j} = u_t - \frac{2u_t k_j}{k_j} = -u_t \quad (7.46)$$

and the arrival flow is

$$q_A = pq_m$$

where $p$ is a decimal fraction (i.e., $0 \leq p \leq 1$), from which it is possible to compute $k_A$.

Still using Greenshields' model,

$$q_A = k_A u_t \left( 1 - \frac{k_j}{k_A} \right) = pq_m = p \left( \frac{u_t k_j}{4} \right)$$

$$\frac{q_A}{u_t} = k_A \left( 1 - \frac{k_j}{k_A} \right) = p \left( \frac{k_j}{4} \right)$$

$$4k_A^2 - 4k_A k + pk_j^2 = 0$$

$$k_A = \frac{4k_j \pm (16k_j^2 - p16k_j^2)^{1/2}}{8}$$

$$= 0.5k_j(1 \pm \sqrt{1-p}) \quad (7.47)$$

This gives two values of arrival density—one for flows less than maximum on the low density side and one for flows less than maximum on the high density side. The lower value is accepted and the higher is discarded. Thus,

$$k_A = 0.5k_j(1 - \sqrt{1-p})$$

$$X_A = \frac{t_r(pq_m)}{k_j - 0.5k_j[1 - (1-p)^{1/2}]} = F_A \left( \frac{t_r q_m}{k_j} \right) \quad (7.48)$$

where

$$F_A = \frac{p}{1 - 0.5[1 - (1-p)^{1/2}]^2} = \frac{p}{0.5 + 0.5(1-p)^{1/2}} \quad (7.49)$$

$$X_B = \frac{t_r}{k_j - 0.5k_j[1 - (1-p)^{1/2}]} \frac{k_j}{pq_m} - \frac{4q_m}{4q_m}$$

$$= \left( \frac{t_r q_m}{k_j} \right) F_B \quad (7.50)$$

where

$$F_B = \frac{1}{1 - 0.5[1 - (1-p)^{1/2}]^2} - \frac{1}{p}$$

$$= \frac{1}{0.5 + 0.5(1-p)^{1/2}} - 0.25 \quad (7.51)$$
or, alternatively,

$$F_B = \frac{1}{1 - \frac{1}{4 F_A}}$$  \hspace{1cm} (7.52)$$

Consider the case where \( q_A = \frac{1}{10} q_m \); i.e., \( p = 0.1 \). Then \( F_A = 0.103 \) and \( F_B = 0.105 \).

Rorbech \(^9\) has tabulated \( F_A \) and \( F_B \) for various values of \( p \) and for two flow–concentration models—Greenshields’ and Greenberg’s. Table 7.1 gives the results.

Consider now a numerical example, where \( q_A = 0.2 q_m \), \( q_m = 1,800 \) vehicles/hr, \( t_r = 30 \) sec = \( \frac{30}{3,600} \) hr, and \( k_t = 200 \) vehicles/mile. What distance will the queue of cars occupy at the time the signal turns green? Assuming that Greenshields’ flow–concentration model has been accepted, \( X_A = F_A \frac{t_r q_m}{k_t} = 0.211 \left( \frac{30}{3,600} \right) \left( \frac{1,800}{200} \right) \)

\[ = 0.015825 \text{ miles} = 83.6 \text{ ft}. \]

### 7.6 PLATOON DIFFUSION

One common objective in timing traffic signals is to synchronize them so that a platoon of cars being released from one signal arrives at the next signal at such time that it can pass through this second signal without interruption. The usual practice is to assume that all cars in the platoon move with the average speed of traffic. This simple approach breaks down because platoons do not remain in a compact state but tend to diffuse as they move away from the point of their formation. For example, Graham and Chen \(^{10}\) have experimentally found the percentage of the original number of cars in the platoon that remain in the platoon at various distances along a highway from the point of origin (Table 7.2). When platoons are represented by frequency distributions of percent of total platoon flow versus arrival time, the result is as shown in Figure 7.17. It will be noted that as distance increases, the peak of the distribution becomes lower, with an increased tendency for the distribution to "tail" out to the rear. Part of the problem lies in the fact that platoon leaders from one signal cycle to another do not travel at the same speed. Figure 7.18 illustrates the fact that arrival times of platoon leaders become more dispersed as the distance from the point of platoon formation increases.

![Figure 7.16 Sketch of angles for computation of queue length at a signal.](image)

#### 7.6.1 Pacey’s Diffusion Study

Pacey \(^{15}\) has postulated that the speeds of vehicles in a platoon are normally distributed, from which he deduced the distribution of travel times. The mathematical derivation is given in Appendix C:1. The result of Pacey’s method is shown in Figure 7.19.

#### 7.6.2 Diffusion Model of Grace and Potts

By first changing to new variables and then changing back Grace and Potts \(^{16}\) have shown that Pacey’s model corresponds to a unidimensional fluid diffusion equation.

### Table 7.1 Values of \( F_A \) and \( F_B \)

<table>
<thead>
<tr>
<th>( p )</th>
<th>( F_A )</th>
<th>( F_B )</th>
<th>( F_A )</th>
<th>( F_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.103</td>
<td>0.105</td>
<td>0.101</td>
<td>0.105</td>
</tr>
<tr>
<td>0.2</td>
<td>0.211</td>
<td>0.223</td>
<td>0.204</td>
<td>0.220</td>
</tr>
<tr>
<td>0.3</td>
<td>0.327</td>
<td>0.356</td>
<td>0.310</td>
<td>0.350</td>
</tr>
<tr>
<td>0.4</td>
<td>0.451</td>
<td>0.508</td>
<td>0.421</td>
<td>0.498</td>
</tr>
<tr>
<td>0.5</td>
<td>0.585</td>
<td>0.686</td>
<td>0.536</td>
<td>0.668</td>
</tr>
<tr>
<td>0.6</td>
<td>0.735</td>
<td>0.901</td>
<td>0.662</td>
<td>0.874</td>
</tr>
<tr>
<td>0.7</td>
<td>0.904</td>
<td>1.169</td>
<td>0.798</td>
<td>1.130</td>
</tr>
<tr>
<td>0.8</td>
<td>1.105</td>
<td>1.527</td>
<td>0.954</td>
<td>1.469</td>
</tr>
<tr>
<td>0.9</td>
<td>1.368</td>
<td>2.079</td>
<td>1.146</td>
<td>1.983</td>
</tr>
<tr>
<td>1.0</td>
<td>2.000</td>
<td>4.000</td>
<td>1.582</td>
<td>3.787</td>
</tr>
</tbody>
</table>
HYDRODYNAMIC AND KINEMATIC TRAFFIC MODELS

\[
\frac{\partial k}{\partial t} = \alpha^2 \frac{\partial^2 k}{\partial x^2} \tag{7.53}
\]

which is equivalent to

\[
(\partial k/\partial t) + \bar{u}(\partial k/\partial x) = \bar{u} \alpha^2 (\partial^2 k/\partial x^2) \tag{7.54}
\]

where

\[\bar{u}\] = mean speed of vehicle speed distribution;

\[s\] = dispersion of speed distribution;

\[\alpha = \frac{s}{\bar{u}}\] = diffusion constant;

\[\tau = \frac{1}{2} t^2;\]

\[\kappa = (x/\bar{u}) - t;\]

\[x\] = distance from stopline at original signal; and

\[t\] = time since display of green signal.

More importantly, Grace and Potts have (1) pointed out that the establishment of the ratio \(\alpha\) computed from stream measurements as a parameter in the kinematic diffusion theory serves to link it to stream flow and (2) described a suitable way of timing traffic signals by representing platoons as trapezoidal pulses.

7.6.3 Platoons as Trapezoidal Pulses

When the green indication of a traffic signal is displayed, the flow does not immediately jump to its maximum value but builds up over a period of several seconds. The solid line in Figure 7.20 is a plot of flow versus time for the flow leaving a traffic signal (assuming there is sufficient demand to assure flow throughout the entire green interval). The other lines in Figure 7.20 indicate the (time) shape of the

---

TABLE 7.2 Percentage of Vehicles Remaining in a Highway Traffic Platoon

<table>
<thead>
<tr>
<th>Distance (miles)</th>
<th>Vehicles Remaining in Platoon (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>91</td>
</tr>
<tr>
<td>0.50</td>
<td>85</td>
</tr>
<tr>
<td>0.75</td>
<td>80</td>
</tr>
<tr>
<td>1</td>
<td>77</td>
</tr>
</tbody>
</table>

*From Graham and Chenu.*

---

Figure 7.17 Frequency distributions of vehicle arrival at various stations. Station 1, 0.03 miles from stopline of signal; station 2, 0.21 miles; station 3, 0.34 miles; station 4, 0.50 miles; station 5, 0.65 miles.
Figure 7.18 Frequency distributions of arrival times of platoon leaders at some stations as in Figure 7.17x:

Figure 7.19 Result of Pacey's diffusion prediction.
flow pulse after it has been diffused by passage down the roadway by distances of 0.25 and 0.50 mile.

For purposes of analysis, consider the trapezoidal pulse indicated by the dotted lines of Figure 7.21. It is most convenient to treat the front and the rear of the pulse separately. Only the significant steps for the case where \( b_1 = b_2 \) (Figure 7.21) are given. For a detailed derivation, the reader is referred to Grace and Potts.\(^{13}\)

**Definitions**

\[ K = \text{maximum density (e.g., in cars/ft) of the platoon at } t = 0; \]
\[ Q = K \bar{u} \text{ maximum flow (e.g., in cars/sec) of platoon at } x = 0; \]
\[ a = \text{initial length (in ft) of a platoon}; \]

---

![Diagram 7.20](image1)

*Figure 7.20* The normalized flow of a platoon plotted as a function of time at three successive points on the highway. The horizontal scale is indicated by the interval "4 sec." The initial flow builds up in approximately 4 sec to its maximum value. The dotted curve represents the flow at a distance 0.25 mile down the highway; the dashed curve, at 0.5 mile. F and R indicate when the front and rear of the platoon would have reached the three points on the highway had there been no diffusion.\(^{15}\)

![Diagram 7.21](image2)

*Figure 7.21* The density \( k(x, t) \) of a platoon sketched (not to scale) as a function of distance \( x \) down the highway for \( t = 0 \) and a later time \( t = t' \). The solid lines indicate an initial rectangular pulse, showing how it spreads as the platoon moves down the highway. The dashed lines indicate an initial trapezoidal pulse.\(^{15}\)
$b_1, b_2 =$ length (in ft) of front (rear) of platoon in which the density builds to (falls from) its maximum value (Actually, only the case where $b_1 = b_2 = b$ has been treated);

$$\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z \exp(-x^2) \, dx$$

For the Front of the Platoon

$$N_t = \frac{1}{2} K (\bar{u} t - x - 1/2b) + (1/2b) K \bar{u}^2 a^2 t^2 \left[ (z^2 + 1/2) \text{erf}(z) + (1/\pi) z \exp(-z^2) \right]_{z_1}^{z_2} \tag{7.55}$$

where $N_t =$ number of cars that are stopped at the front of a platoon with an offset $x/\bar{u}$ sec from the previous signal and a preset (early start) of the green $(x/\bar{u} - t)$ sec;

$$z_1 = (a/\bar{u} - t) / \alpha \sqrt{2}; \text{ and}$$

$$z_2 = [(x/\bar{u} - t) + b/\bar{u}] / \alpha \sqrt{2}.$$  

For the Rear of the Platoon

$$N_r = \frac{1}{2} K (x - \bar{u} t - 1/2b) + (1/2b) K \bar{u}^2 a^2 t^2 \left[ (z^2 + 1/2) \text{erf}(z) + (1/\pi) z \exp(-z^2) \right]_{z_1}^{z_2} \tag{7.56}$$

where $N_r =$ number of cars that are stopped at the rear of a platoon when the offset is as above and the extension (late termination) of the green is $(x/\bar{u} - t);$ and

$$z_1 = (x/\bar{u} - b/\bar{u} - t) / \alpha \sqrt{2}.$$  

For various values of offset and preset or extension, the ratios of $N_t / A$ and $N_r / Q$ are given in Table 7.3 (for a diffusion constant $\alpha = 0.15$).

**Computational Procedure**

To apply these results to allow for platoon diffusion in the design of the coordination of two successive traffic lights, the following procedure is suggested:

1. Under conditions of the maximum traffic flow to be coped with, the initial flow for all lanes combined is determined from a time arrival study, from which $Q$ (the maximum flow in cars/sec) and $b, \bar{u}$ and $b, \bar{u}$ (sec) (the build-up and fall-off times) are estimated.

2. The distribution of car speeds is determined and the mean speed $\bar{u}$ and dispersion $\sigma$ (both in ft sec$^{-1}$) are estimated, from which the diffusion constant $\alpha = \sigma / \bar{u}$ is calculated.

3. From the distance $x$ (ft between the traffic lights), the offset time $x/\bar{u}$ (sec) is calculated.

4. If $N_t$ and $N_r$—the expected number of cars to be stopped, respectively, at the front and rear of the platoons—are decided upon, then $N_t / Q$ and $N_r / Q$ are calculable.

5. The appropriate values of the preset time $\chi$ (sec) and the extension time $- \chi$ (sec) are then read from Table 7.3 where $\chi = (x/\bar{u} - t)$.

**Numerical Example**

Consider the following data: $Q =$ two cars/sec (for a multilane facility), $x = 2,640$ ft (the

<table>
<thead>
<tr>
<th>Offset (sec)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.02</td>
<td>0.68</td>
<td>0.42</td>
<td>0.24</td>
<td>0.13</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>2.71</td>
<td>2.26</td>
<td>1.86</td>
<td>1.50</td>
<td>1.20</td>
<td>0.93</td>
<td>0.71</td>
<td>0.53</td>
<td>0.38</td>
<td>0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>90</td>
<td>4.46</td>
<td>3.98</td>
<td>3.53</td>
<td>3.10</td>
<td>2.71</td>
<td>2.35</td>
<td>2.02</td>
<td>1.73</td>
<td>1.46</td>
<td>1.22</td>
<td>1.01</td>
</tr>
<tr>
<td>120</td>
<td>6.24</td>
<td>5.74</td>
<td>5.26</td>
<td>4.80</td>
<td>4.36</td>
<td>3.95</td>
<td>3.57</td>
<td>3.21</td>
<td>2.87</td>
<td>2.55</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td>6.24</td>
<td>5.85</td>
<td>5.49</td>
<td>5.14</td>
<td>4.82</td>
<td>4.51</td>
<td>4.22</td>
<td>3.95</td>
<td>3.69</td>
<td>3.45</td>
<td>3.22</td>
</tr>
</tbody>
</table>

*The odd lines give the values (sec) of the ratio of the number of cars stopped at the front of the platoon to the maximum initial flow for the specified values of offset and preset. The even lines give the values (sec) of the ratio of the number of cars stopped at the rear of the platoon to the maximum initial flow for the specified values of offset and extension. The diffusion constant $\alpha = 0.15$.\textsuperscript{12}*

**TABLE 7.3** Expected Number of Cars Stopped, Initial Trapezoidal Pulse

---

1. Under conditions of the maximum traffic flow to be coped with, the initial flow for all lanes combined is determined from a time arrival study, from which $Q$ (the maximum flow in cars/sec) and $b, \bar{u}$ and $b, \bar{u}$ (sec) (the build-up and fall-off times) are estimated.

2. The distribution of car speeds is determined and the mean speed $\bar{u}$ and dispersion $\sigma$ (both in ft sec$^{-1}$) are estimated, from which the diffusion constant $\alpha = \sigma / \bar{u}$ is calculated.

3. From the distance $x$ (ft between the traffic lights), the offset time $x/\bar{u}$ (sec) is calculated.

4. If $N_t$ and $N_r$—the expected number of cars to be stopped, respectively, at the front and rear of the platoons—are decided upon, then $N_t / Q$ and $N_r / Q$ are calculable.

5. The appropriate values of the preset time $\chi$ (sec) and the extension time $- \chi$ (sec) are then read from Table 7.3 where $\chi = (x/\bar{u} - t)$.

**Numerical Example**

Consider the following data: $Q =$ two cars/sec (for a multilane facility), $x = 2,640$ ft (the

<table>
<thead>
<tr>
<th>Offset (sec)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.02</td>
<td>0.68</td>
<td>0.42</td>
<td>0.24</td>
<td>0.13</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>2.71</td>
<td>2.26</td>
<td>1.86</td>
<td>1.50</td>
<td>1.20</td>
<td>0.93</td>
<td>0.71</td>
<td>0.53</td>
<td>0.38</td>
<td>0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>90</td>
<td>4.46</td>
<td>3.98</td>
<td>3.53</td>
<td>3.10</td>
<td>2.71</td>
<td>2.35</td>
<td>2.02</td>
<td>1.73</td>
<td>1.46</td>
<td>1.22</td>
<td>1.01</td>
</tr>
<tr>
<td>120</td>
<td>6.24</td>
<td>5.74</td>
<td>5.26</td>
<td>4.80</td>
<td>4.36</td>
<td>3.95</td>
<td>3.57</td>
<td>3.21</td>
<td>2.87</td>
<td>2.55</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td>6.24</td>
<td>5.85</td>
<td>5.49</td>
<td>5.14</td>
<td>4.82</td>
<td>4.51</td>
<td>4.22</td>
<td>3.95</td>
<td>3.69</td>
<td>3.45</td>
<td>3.22</td>
</tr>
</tbody>
</table>

*The odd lines give the values (sec) of the ratio of the number of cars stopped at the front of the platoon to the maximum initial flow for the specified values of offset and preset. The even lines give the values (sec) of the ratio of the number of cars stopped at the rear of the platoon to the maximum initial flow for the specified values of offset and extension. The diffusion constant $\alpha = 0.15$.\textsuperscript{12}**
distance between signals), \( \bar{a} = 30 \text{ mph} = 44 \text{ ft/sec} \) (the average speed), \( a = s/\bar{a} = 0.15 \) (the diffusion constant), \( b_x/\bar{a} = 4 \) sec (the time to build up to full-flow condition), and \( b_y/\bar{a} = 4 \) sec (the time to decay from full-flow condition). It is a matter of engineering judgment to select the number of cars to be stopped at the front and rear of the platoon. If \( N_x = 2 \) and \( N_y = 2 \), the offset as computed from the data is 60 sec.

The ratio \( N_x/Q = 1.0 \). Referring to Table 7.3, line three lists values of \( N_x/Q \) for offsets of 60 sec. A ratio of 1.0 falls between a preset of 4 and 5 sec; a preset of 5 sec is selected.

The ratio \( N_y/Q = 1.0 \). Referring to Table 7.3, line four lists values of \( N_y/Q \) for offsets of 60 sec. Because the ratio 1.0 falls between 7 and 8 sec, an extension of 8 sec is selected.

Suppose now the normal duration of the green interval at the second intersection is 40 sec. The green interval as designed here would start \( 60 - 5 = 55 \) sec after the start of the green at the first intersection in order to account for forward diffusion of platoons. Ordinarily, the green at the second intersection would terminate at \( 60 + 40 = 100 \) sec after the start of the green at the first intersection. As designed to account for backward platoon diffusion, it will terminate \( 100 + 8 = 108 \) sec after the start of the green at the first intersection.

### 7.6.4 Other Platoon Studies and Comments

Edie et al.\(^{29}\) have performed experimental studies to test the kinematic model of Grace and Potts. They state: "The kinematic model well describes the spreading of platoons in medium traffic without interference."

Hillier and Rothery\(^{21}\) have demonstrated that consideration of platoon phenomena can improve signal timing in the delay–interference of offset approach.

Nemeth and Vecellio\(^{12}\) have concluded that Pacey's model is valid.

### 7.7 BOLTZMANN-LIKE BEHAVIOR OF TRAFFIC

The fact that traffic under low densities is essentially the flow of individual cars, whereas at high densities flow is by platoons, suggests an analogy between traffic and gases. The early work on this approach was performed by Prigogine.\(^{16}\) Continuing work has been carried on by him, by the General Motors Research Laboratories, and by the System Development Corporation. Until now, no data have been collected under conditions prescribed by the theory; however, recent analyses based on available data demonstrate the attractiveness of the approach. Prigogine and Herman\(^{17}\) discuss the development of the theory, and a brief review of assumptions, results, and some numerical applications is given in the following.

#### 7.7.1 Velocity Distribution Function

An essential part of the theory is the introduction of the "velocity distribution function" \( f(x,u,t) \), which is analogous to the probability of finding a particle in a gas at \( x \) and \( t \) with a specific momentum. In absence of any interactions, this distribution must satisfy the continuity equation for a given region:*:

\[
\frac{df}{dt} + \frac{\partial f}{\partial t} + u \frac{\partial f}{\partial x} = 0
\]  
(7.57)

#### 7.7.2 Kinetic Equation

Actually, three different main features of multiline traffic are recognized and treated as separate processes in the theory. They are the relaxation process, or the speeding-up process, that expresses the attempts of drivers to achieve their own desired speeds; the interaction process, or the slowing-down process, that arises in the conflict between a faster driver and a slower driver; and the adjustment process that reduces the variance around the mean speed.\(^{18}\) These processes are then expressed in a kinetic equation:

\[
\frac{df}{dt} = \frac{\partial f}{\partial t} + u \left( \frac{\partial f}{\partial x} \right)_{\text{relaxation}}
+ \left( \frac{\partial f}{\partial t} \right)_{\text{interaction}} + \left( \frac{\partial f}{\partial t} \right)_{\text{adjustment}}
\]  
(7.58)

As written, this equation describes the time evolution of the speed distribution, \( f[u,k(x,t),t] \), of cars on a homogeneous highway at location \( x \) and time \( t \), where \( k(x,t) \) is the concentration of cars at that point.

#### 7.7.2.1 Relaxation

The distribution of desired speeds is defined as \( f_o(x,u,t) \) and \( f_o(x,u,t)dxdxd\bar{u} \) is the number of cars at time \( t \) in

* Prigogine, Herman, et al. considered the distribution of desired speeds to be independent of density (concentration). More recent work by Andrews\(^{23}\) discusses the case of this distribution being a function of concentration.
the interval \(dx\) with desired speeds between \(u\) and \(u + du\). When the distribution \(f\) is different from \(f_0\) it will relax toward \(f_0\) with a time constant \(T\). The relaxation process is described by
\[
\left(\frac{\partial f}{\partial t}\right)_{\text{relaxation}} = -(f - f_0)/T \tag{7.59}
\]

The desired speed distribution can exist only at low concentrations.

7.7.2.2 Interaction. The interaction process describes the effects of various cars on each other. The probability of passing \((P)\) is related to the interaction phenomenon, which is described by
\[
\left(\frac{\partial f}{\partial t}\right)_{\text{interaction}} = (1 - P)k\delta(u - \bar{u})f \tag{7.60}
\]

7.7.2.3 Adjustment. As noted in Chapter 3, as traffic density (concentration) increases the variance of speeds about the mean decreases. To account for this phenomenon, an adjustment process must be included in the model. This process is represented by
\[
\left(\frac{\partial f}{\partial t}\right)_{\text{adjustment}} = \lambda(1 - P)k[\delta(u - \bar{u}) - f] \tag{7.61}
\]
where \(\delta\) is the Dirac delta function and \(\lambda\) is a parameter.

7.7.2.4 Computation. It is beyond the scope of this discussion to follow through the detailed mathematical steps that ensue; Prigogine and Herman developed these computations. Several investigators have pursued analyses and some experimentation. Their results are as indicated in the following paragraphs.

7.7.3 Low-Density Traffic

For small concentrations, the flow becomes
\[
q = \int_0^\infty ufdu = \int_0^\infty uf_0[1 - (u - \bar{u}_0)]du
\]
or
\[
q = k_f \eta \bar{u}_0 - \gamma (\bar{u}^2 \bar{u}_0^2)
\]
and
\[
k_f \eta \bar{u}_0 = \int_0^\infty uf du
\]
where
\[
k_f \eta \bar{u}_0 = \int_0^\infty u^2f_0 du
\]

Thus, for very small values of \(\eta\), \(q\) is linear with increase in concentration (see, for example, Figure 7.22); the deviations in linearity are determined by the dispersion of the desired speed distribution function.

To summarize, as \(k \to 0, f \to f_0\); i.e., for a very small density, or light traffic, the actual speed distribution is in fact the desired distribution of each individual,
\[
f = \frac{f_0}{1 + Tk(1 - P)(u - \bar{u})} \tag{7.62}
\]

7.7.4 High-Density Traffic: Numerical Results

Several models have been examined by Anderson et al.; two are reproduced in Table 7.4. The normalized flow versus concentration curves for these models are shown in Figures 7.22, 7.23, and 7.24.

Note that in Figure 7.22 the increase in flow is linear with increase in \(\eta\), as mentioned in the discussion of low-density traffic. Further, notice that the higher the average speed, the lower the concentration at which the optimum flow occurs. Also in this case, collective flow does not begin until \(\eta = 1\) and the flow vanishes; that is, there is a "cutoff" concentration. In Figure 7.23 these cutoff concentrations are very apparent and differ from the curves in Figure 7.22 because of the use of a different model for the desired velocity distribution function.

It follows that where
\[
1 - Tk(1 - P)\bar{u} = 0 \tag{7.67}
\]
leads to a "collective flow pattern" since average velocity can be seen as a function of \(k, T,\) and \(P\) only; it does not depend at all on \(f_0\), the desired speed distribution of the individual drivers. Thus, we define the concentration at which collective flow begins as
\[
k_{\text{crit}} = \frac{1}{1 - T(1 - P)\bar{u}} \tag{7.68}
\]
Thus, for model 1 (the exponential distribution) \(\eta = 1\) at the initiation of collective flow.

Figure 7.24 shows the regimes of indi-
individual and collective flow, where the dashed collective flow curve is given by Eq. 7.68.

In spite of these interesting results, Prigogine and Herman\textsuperscript{17} state:

It should be pointed out, however, that our entire discussion of the collective flow was based on the assumption of the validity of a time-independent description. This . . . is not a valid assumption, as the transition to collective flow and instabilities occur in the same range of concentration. In the quantitative description of the flow patterns at high concentrations, fluctuations will therefore play an essential role.

The prediction of a transition from individual to collective flow is certainly a nice feature of the basic kinetic equation.

**TABLE 7.4 Properties of Models**

<table>
<thead>
<tr>
<th>No.</th>
<th>Free-Speed Distribution Function</th>
<th>( f_0 )</th>
<th>( \tilde{a}_0 )</th>
<th>( f )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Exponential ( \left( \frac{k_{11}}{u_t} \right) \exp \left( -\frac{u}{u_t} \right) )</td>
<td>( u_t )</td>
<td>( \frac{k_{11}/u_t \exp (u/u_t)}{\lambda + \gamma u} )</td>
<td>( (\Gamma u_t)^{-1} \exp (\Gamma u_t)^{-1} \int_0^\infty dx x^2 \exp (-x) )</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Modified exponential ( \left( \frac{4k_{11}}{u_t} \right) \exp \left( -\frac{u}{u_t} \right) )</td>
<td>( u_t )</td>
<td>( \frac{(4k_{11}/u_t \exp (2u/u_t)) \exp (-2u/u_t)}{\lambda + \gamma u} )</td>
<td>( 2(\Gamma u_t)^{-1} \left{ 1 - 2(\Gamma u_t)^{-1} \left[ \exp \left( \frac{2}{\Gamma u_t} \right) \right] \right} \int_0^\infty dx x^2 \exp (-x) )</td>
<td></td>
</tr>
</tbody>
</table>
Indeed, every driver experiences that at some moment, with increasing traffic concentration, his speed drops abruptly, and he is trapped in a collective flow to which he himself contributes.

The results of the kinetic theory are nevertheless impressive, as the flow-concentration curves in Figures 7.22, 7.23, and 7.24 indicate. The material presented here is intended to give the reader the basic assumptions and conceptual formulation of the kinetic theory of traffic flow, but the interested reader may refer to the referenced literature for more details.

7.7.5 Experimental Work

A recent paper by Herman, Lam, and Prigogine reports the results of a comparison of the theory and field data from two sources. Figure 7.25 contains histograms of speed for four sets of data from the Port Authority of New York and New Jersey. Figure 7.26 contains histograms for three sets of data produced by the Bureau of Public Roads (now the Federal Highway Administration) and used by Systems Development Corporation in previous work. The third and fourth moments and their ratios to the second moment (variance) were computed from the data and compared with the same values from the theory. The results are given in Tables 7.5, 7.6, and 7.7. Herman and his co-workers feel that the results are encouraging, considering the limited data available.

7.8 SUMMARY

1. Traffic can be analyzed by means of "waves" of constant flow and, hence, on roads of constant roadway geometry and environment, by constant speed and concentration. When there is a change in flow, resulting from changes in roadway geometry or condition, shock waves can develop. Techniques have been described by which shock waves can be plotted and used to predict performance of the traffic system. Applications to freeway bottlenecks and to traffic signals have been given.

2. The model of Greenberg was originally developed by him using a traffic "fluid state" assumption. That this model also appears in car-following gives limited confidence in the relationship between the microscopic and macroscopic theories of traffic.

3. Platoon diffusion can be represented by a model that is analogous to the diffusion of gases. Techniques of application to signal timing have been discussed.

4. The Boltzmann-like model of traffic has been introduced. This model attempts to integrate low-density flow (individual vehicles) and high-density flow (platoons) into a single model. Results achieved to the present are considered promising.

7.9 REFERENCES


Figure 7.25 The frequency function, $f(u)$, of the observed speed distributions from the Port Authority of New York and New Jersey. The concentrations corresponding to distributions $f_{11}$, $f_{12}$, $f_{13}$, and $f_{14}$ are 35.0, 62.0, 74.3, and 93.0 veh/mile, respectively.

### TABLE 7.5 Moments of the Observed Speed Distributions $^a$

<table>
<thead>
<tr>
<th>Data Source</th>
<th>PANYNJ</th>
<th>SDC–BPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution</td>
<td>$f_{11}$</td>
<td>$f_{12}$</td>
</tr>
<tr>
<td>Concentration (veh/mi)</td>
<td>35.0</td>
<td>62.0</td>
</tr>
<tr>
<td>Sample size</td>
<td>285</td>
<td>871</td>
</tr>
<tr>
<td>Mean, $\bar{u}$</td>
<td>52.52</td>
<td>34.35</td>
</tr>
<tr>
<td>Variance, $m^{(2)}$</td>
<td>43.42</td>
<td>91.31</td>
</tr>
<tr>
<td>Fourth central moment, $m^{(4)}$</td>
<td>6487</td>
<td>37439</td>
</tr>
<tr>
<td>$m^{(3)}/m^{(2)}$</td>
<td>2.285</td>
<td>3.485</td>
</tr>
<tr>
<td>$m^{(4)}/m^{(2)}$</td>
<td>149.4</td>
<td>410.0</td>
</tr>
</tbody>
</table>

$^a$ Source: Herman et al.$^{19}$

$^b m^{(2)}=$ second moment of desired speed distribution; $m^{(3)}=$ third moment of actual speed distribution; etc.
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## TABLE 7.6 Moment to Variance Ratios

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Desired Speed Distribution ($f_s$)</th>
<th>PANYNJ</th>
<th>SDC-BPR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Speed Distribution</td>
<td>$f_{12}$</td>
<td>$f_{13}$</td>
</tr>
<tr>
<td>$m^{(o)}/m^{(o)}$ Data</td>
<td>3.485</td>
<td>-2.008</td>
<td>0.389</td>
</tr>
<tr>
<td>Theory</td>
<td>-13.800</td>
<td>0.675</td>
<td>13.600</td>
</tr>
<tr>
<td>$m^{(o)}/m^{(e)}$ Data</td>
<td>410.02</td>
<td>401.47</td>
<td>309.13</td>
</tr>
<tr>
<td>Theory</td>
<td>928.80</td>
<td>771.57</td>
<td>902.46</td>
</tr>
<tr>
<td>$m^{(e)}$ Data</td>
<td>91.31</td>
<td>144.05</td>
<td>187.28</td>
</tr>
<tr>
<td>Theory</td>
<td>623.90</td>
<td>689.15</td>
<td>651.97</td>
</tr>
</tbody>
</table>

*SOURCE: Herman et al.\textsuperscript{18}*

## TABLE 7.7 Calculated Moments of the Desired Speed Distribution

<table>
<thead>
<tr>
<th>Data Source</th>
<th>PANYNJ</th>
<th>SDC-BPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributions</td>
<td>$f_{12}, f_{13}, f_{14}$</td>
<td>$f_{13}, f_{14}, f_{15}$</td>
</tr>
<tr>
<td>$\bar{u}_0$</td>
<td>39.48</td>
<td>27.61</td>
</tr>
<tr>
<td>$m_{(o)}$</td>
<td>23.91</td>
<td>90.28</td>
</tr>
<tr>
<td>$m_{(e)}$</td>
<td>1712.80</td>
<td>-76.50</td>
</tr>
</tbody>
</table>

---

**Figure 7.26** The frequency function, $f(u)$, of the observed speed distributions deduced from the Bureau of Public Roads data in Pipe.\textsuperscript{2} The concentrations corresponding to $f_{21}$, $f_{22}$, and $f_{23}$ are 32.7, 49.5, and 88.4 veh/mile, respectively.
HYDRODYNAMIC AND KINEMATIC TRAFFIC MODELS


7.10 RELATED LITERATURE
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Platoon Phenomena


Boltzmann-Like Traffic Models


7.11 PROBLEMS

1. Given a single-lane roadway as shown in the sketch and the three conditions at loca-

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4 Mile</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

School Zone,
Operates Only for 15 Min

A, B, and C as: $q_A=1,250$ vehicles/hr, $u_A=50$ mph; $q_B=1,000$ vehicles/hr, $u_B=20$ mph; $q_C=1,200$ vehicles/hr, $u_C=40$ mph. Determine (a) $u_w(AB)$ (speed of shock wave AB), (b) $u_w(BC)$ (speed of shock wave BC), (c) length of queue at end of 15-min period, (d) time to dissipate queue after the end of period, and (e) distance from beginning of school zone to point of dissipation.

2. A line of traffic is moving with a free-flow speed, $u_f$, of 35 mph and a concentration of 40 vehicles/mile. This traffic stream is stopped for 30 sec at a signal. (a) What would be the velocity and direction of the wave of stopping? (b) What would be the length of the line of cars stopped for the signal? (c) How many cars would be stopped for the signal? (Jam concentration, $k_j=200$ vehicles/mile.)

3. Consider a one-lane approach to a traffic signal with an approach volume of 400 vehicles/hr, a capacity volume of 1,600 vehicles/hr, a red signal time of 25 sec, and a jam density of 200 vehicles/mile. Based on the information provided in Section 7.5 and assuming Greenshield’s flow–concentration model, what distance will the queue of cars occupy at the time the signal turns green? What is the distance from the stopline for which complete stoppage is required?
Chapter 8

QUEUEING MODELS*

8.1 INTRODUCTION

A desirable goal for transportation engineers is to design and operate facilities that minimize delay to the users. Delay resulting from congestion is a common phenomenon associated with many types of transportation problems. Vehicles wait in line on access ramps for an opportunity to enter a freeway; pedestrians queue up on a crosswalk in anticipation of a gap in road traffic or at a turnstile in a transit station; left-turn slots must be sufficiently long to store the maximum number of vehicles that can be expected to wait for a left-turn signal.

How long a user must wait, or what is the number of units waiting in line, or the proportion of time that a facility might be inactive (an empty parking stall, for instance)? Queueing models, employing the methods of probability and statistics, provide a means by which it is possible to predict some of these delay characteristics.

Queueing theory was first developed early in the twentieth century to deal with problems of telephone switching. Following World War II queueing was accepted for use in a wide range of situations. Adam and considered the problem of pedestrian delay at an unsignalized intersection in 1936. Tanner expanded the problem in 1951, and in 1954 Eid evaluated delays at toll booths by applying queueing models to an analysis of their operation. In the same year Moskowitz reported on an empirical study of vehicles waiting for a gap in traffic.

The purpose of this chapter is to present some of the results of studies of probability models of traffic delay. Section 8.2 introduces some elements of queueing or waiting-line theory. The examples used in section 8.2 are concerned with delay problems that occur when all users pass through a single-channel control point, such as a left-turn slot or a single exit lane for a garage.

In section 8.3 the analysis is extended to consider several channels of service; for example, several parallel toll booths or the different stalls of a parking facility. In this section the case of a user who does not get served is also considered; for example, the person seeking a parking space but who then continues on to another destination when none is found.

Much urban traffic engineering is related to the operation of urban intersections. An understanding of delay at these intersections is necessary to obtain the greatest efficiency from existing and planned transportation systems. The analysis of delays at intersections is considered in section 8.5, beginning with an analysis of unsignalized intersections. Queueing models for more complex intersection control, such as pedestrian control or traffic-signal control, are also considered in this section.

A final application of queueing theory, the treatment of delay on roadways, is included in section 8.6. Except for the detailed development of the formulas given in section 8.2, this chapter avoids detailed mathematical development, but does present the theorists’ assumptions and some results of interest. The model for service through a single channel is developed in detail because it demonstrates the relationship between probability theory and the behavior of waiting lines. Readers interested in further theoretical development of queueing models should consult textbooks such as Haight, Prabhu, Cox and Smith, or Newell.

8.2 FUNDAMENTALS OF QUEUEING THEORY

Queueing theory draws heavily on probability theory. To mathematically predict the characteristics of a queueing system, it is necessary to specify the following system characteristics and parameters:

A. Arrival pattern characteristics: (1) average rate of arrival and (2) statistical distribution of time between arrivals;

B. Service facility characteristics: (1)
service time average rates and distribution and
(2) number of customers that can be served simultaneously, or number of channels available;

C. Queue discipline characteristics, such as the means by which the next customer to be served is selected; for example, “first come first served,” or “most profitable customer first.”

To facilitate reference to these characteristics, a short notation in the form a/b/c has come into use. In this notation a letter denoting the type of arrival pattern is substituted for a; a letter denoting the type of service is substituted for b; a number designating the number of service channels is substituted for c. Symbols in the first two places are as follows:

\[ M = \text{exponentially distributed (i.e., random) interarrival or service time}; \]

\[ D = \text{deterministic or constant interarrival or service time}; \]

\[ G = \text{general distribution of service times}; \]

\[ GI = \text{general distribution of interarrival times}; \]

\[ E_k = \text{Erlang distribution of interarrival or service times with Erlang parameter } k. \]

Thus, M/G/1 designates a queue with random arrivals, general service distribution, and one server.

In some discussions it may be desirable to indicate queue length limitations and queue discipline. For such purposes the notation, M/M/1: (L/Disc) is used, where L is replaced by the maximum allowable length and Disc is replaced by a symbol for the appropriate queue discipline. The following are common disciplines:

\[ \text{FIFO} = \text{first in–first out (i.e., service in order of arrival)}; \]

\[ \text{SIR0} = \text{service in random order}; \]

\[ \text{LIFO} = \text{last in–first out.} \]

Thus, E_k/D/2 (\( \infty \)/FIFO) denotes a system with Erlangian arrivals, constant service, two service channels, infinite queue length (i.e., no limitation on queue length), and first come–first served discipline.

8.2.1. System State for M/M/1

The fundamental quantities characterizing a waiting line are the states of the system. The system is said to be in state \( n \) if it contains exactly \( n \) items (this includes all items being served as well as those waiting to be served). The value of \( n \) may be either 0 or some positive integer.

If the average arrival rate is called \( \lambda \), the average interval between arrivals is \( 1/\lambda \). If the service rate of the system is \( \mu \), the average service time is \( 1/\mu \). The ratio \( \rho = \lambda / \mu \), sometimes called the traffic intensity or utilization factor, determines the nature of the various states. If \( \rho < 1 \) (that is, \( \lambda < \mu \)) and a sufficiently long time elapses, each state will be recurrent. This means that there is a finite probability of the queue being in any state \( n \). If, on the other hand, \( \rho \geq 1 \), every state is transient and the queue length (the number in the system) will become longer and longer without limit. A fundamental theorem states that the queue will be in equilibrium only if \( \rho < 1 \).

An understanding of the characteristics of queueing systems can be obtained from simple cases. Consider the case of a single-channel queueing system with a mean random Poisson arrival rate of \( \lambda \) customers per unit of time and where service times are independent and distributed exponentially with a mean rate \( \mu \). Let \( P_n(t) \) be the probability that the queueing system has \( n \) items at time \( t \). Consider the situation at time \( t + \Delta t \) where \( \Delta t \) is so short that only one customer can enter or leave the system during this time.

Thus, for the period \( \Delta t \), the following probabilities can be stated:

\[ \lambda \Delta t = \text{probability that one unit enters the system}; \]

\[ 1 - \lambda \Delta t = \text{probability that no unit enters the system}; \]

\[ \mu \Delta t = \text{probability that one unit leaves the system}; \]

\[ 1 - \mu \Delta t = \text{probability that no unit leaves the system.} \]

There are three ways in which the system can reach state \( n \) at time \( t + \Delta t \) (when \( n > 0 \)):

1. The system was in state \( n \) at \( t \) and no customers arrived or departed in \( \Delta t \). (The probability of simultaneous arrival and departure in \( \Delta t \) is considered to be zero.)

2. The system was in state \( n - 1 \) at \( t \) and one customer arrived in \( \Delta t \).

3. The system was in state \( n + 1 \) at \( t \) and one customer departed in \( \Delta t \).
The probability of the system being in state \( n \) at \((t+\Delta t)\) is
\[
P_n(t+\Delta t) = P_n(t)\left[1 - \lambda \Delta t (1 - \mu \Delta t)\right] + \sum_{n=1}^{\infty} P_{n-1}(t)\\(n \geq 1) (8.1)
\]

Expanding and collecting terms,
\[
P_n(t+\Delta t) - P_n(t) = -P_n(t) \left(\mu + \lambda\right) \Delta t + \sum_{n=1}^\infty P_{n-1}(t) \mu \Delta t + \sum_{n=1}^\infty P_{n-1}(t) \left[1 - \lambda \Delta t - \mu \Delta t\right] (8.1)
\]

Neglecting terms with second-order infinitesimals and dividing by \(\Delta t\),
\[
\frac{P_n(t+\Delta t) - P_n(t)}{\Delta t} = \mu P_{n-1}(t) - (\mu + \lambda) P_n(t) + \mu P_{n+1}(t)
\]

Letting \(\Delta t \to 0\),
\[
\frac{dP_n(t)}{dt} = \lambda P_{n-1}(t) - (\mu + \lambda) P_n(t) + \mu P_{n+1}(t) (8.2)
\]

where \(n = 1, 2, 3, \ldots\)

The probability of the system being in state \( 0 \) at time \((t+\Delta t)\) can come about in two ways: (1) There are no units in line at time \( t \) and none arrives in interval \( \Delta t \); or (2) there is one unit in line at time \( t \) and one unit departs in interval \( \Delta t \) and none arrives in interval \( \Delta t \). Expressing these relationships in terms of probabilities,
\[
P_0(t+\Delta t) = P_0(t) \left[1 - \lambda \Delta t + \mu \Delta t\right]\\(= P_1(t)\left[1 - \mu \Delta t\right])
\]

Expanding, collecting terms (neglecting terms with second-order infinitesimals), and dividing by \(\Delta t\),
\[
\frac{P_0(t+\Delta t) - P_0(t)}{\Delta t} = \mu P_1(t) - \lambda P_0(t)
\]

Letting \(\Delta t \to 0\)
\[
\frac{dP_0(t)}{dt} = \mu P_1(t) - \lambda P_0(t) (8.3)
\]

When dealing with the steady state of the system (that is, when the probabilities of being in a given state do not change with time), the following results,
\[
\frac{dP_n(t)}{dt} = 0 \quad \text{for all } n \text{ at time } t. (8.4)
\]

From Eqs. 8.2, 8.3, and 8.4, it is then possible to set up systems of differential-difference equations for various steady states.

The resulting equations are of the form
\[
\mu P_{n+1} + \lambda P_{n-1} = (\lambda + \mu) P_n \quad \text{for } n > 0
\]
and
\[
\mu P_1 = \lambda P_0 \quad \text{for } n = 0 (8.5)
\]

in which \(P_n\) is the value of \(P_n(t)\) as \(t \to \infty\).

The first few equations are as follows:
\[
\begin{align*}
\lambda P_0 &= \mu P_1 \quad (8.6) \\
\lambda P_0 + \mu P_2 &= (\lambda + \mu) P_1 \quad (8.7) \\
\lambda P_1 + \mu P_3 &= (\lambda + \mu) P_2 \quad (8.8)
\end{align*}
\]

Recalling that \(\rho = \lambda / \mu\) and noting (from Eq. 8.6) that \(P_1 = \rho P_0\) and substituting in Eqs. 8.7 and 8.8,
\[
\begin{align*}
P_2 &= (\rho + 1) P_1 - \rho P_0 = \rho^2 P_0 \quad (8.9) \\
P_3 &= (\rho + 1) P_2 - \rho P_1 = \rho^3 P_0 \quad (8.10) \\
& \vdots \\
P_n &= \rho^n P_0 \quad \text{for } n \geq 0 \quad (8.11)
\end{align*}
\]

Because the sum of all probabilities is 1,
\[
\sum_{n=0}^{\infty} P_n = 1
\]

\[
1 = P_0 + \rho P_0 + \rho^2 P_0 + \ldots = P_0(1 + \rho + \rho^2 + \ldots) = P_0 \left(\frac{1}{1 - \rho}\right) \quad \text{for } \rho < 1
\]

and
\[
P_n = 1 - \rho \quad \text{for } \rho < 1 \quad (8.12)
\]

Therefore, Eq. 8.11 may be written as \(P_n = \rho^n (1 - \rho)\).

The traffic intensity, \(\rho\), can then be seen to express the fraction of time that the system is busy (\(P_0\) is the probability that the system is empty and \(1 - P_0\) is the probability that it is occupied).

### 8.2.2 Average and Variance of Number of Units (Customers) in System (M/M/1)

The average number of customers in the system is
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\[ E(n) = \sum_{n=0}^{\infty} nP_n \]
\[ = 0 + P_1 + 2P_2 + 3P_3 + \ldots \]
\[ = P_0(\rho + 2\rho^2 + 3\rho^3 + \ldots) \]
\[ = (1 - \rho) \left[ \frac{\rho}{(1-\rho)^2} \right] \text{ for } \rho < 1 \]
\[ = \frac{\rho}{1-\rho} \text{ for } \rho < 1 \] (8.13)

The upper curve of Figure 8.1 illustrates this relationship. It will be noted that when the traffic intensity \( \rho \) exceeds about 0.8, the congestion (number in system) increases rapidly.

The variance of the number in the system is

\[ \text{Var} \{n\} = \sum_{n=0}^{\infty} [n - E(n)]^2P_n = \frac{\rho}{(1-\rho)^2} \] (8.14)

This relationship is plotted in Figure 8.2. The derivation of this expression may be found in a standard text on queueing theory.

8.2.3 Delay Time in the System (M/M/1)

Consider the total time a customer spends in the system \( (v) \) to be made up of two components: a time to wait before service, \( w \) (queueing time) plus a time in service, \( s \) (service time). The average number in the system, \( E(n) \), is the product of the average time in the system, \( E(v) \), multiplied by the arrival rate, \( \lambda \), such that

\[ E(n) = \lambda E(v) \]
\[ E(v) = E(n)/\lambda \]

Substituting Eq. 8.13 for \( E(n) \) and recalling that \( \rho = \lambda/\mu \), this becomes

\[ E(v) = \left( \frac{\rho}{1-\rho} \right) \left( \frac{1}{\lambda} \right) \]
\[ = \left( \frac{\lambda}{\mu - \lambda} \right) \left( \frac{1}{\lambda} \right) = \frac{1}{\mu - \lambda} \] (8.15)

the average time an arrival spends in the system. The expected time to wait before service (that is, the time spent waiting in a queue) is

\[ E(w) = E(v) - E(s) \] (8.16)

where \( E(s) \) is the average service time \( (1/\mu) \); thus, Eq. 8.16 may be rewritten as

\[ E(w) = \frac{1}{\mu - \lambda} - 1/\mu = \frac{\lambda}{\mu (\mu - \lambda)} \] (8.17)

The average number of customers waiting to be served (the average queue length), \( E(m) \), is the product of the average waiting time, \( E(w) \), multiplied by the arrival rate, \( \lambda \):

![Figure 8.1 Average number in system as a function of traffic intensity.](image1)

![Figure 8.2 Variance of number in system as a function of traffic intensity.](image2)
THE CASE OF MULTIPLE CHANNELS

\[ E(m) = \left[ \frac{\lambda}{\mu(\mu - \lambda)} \right] \lambda = \frac{\lambda^2}{\mu(\mu - \lambda)} \quad (8.18) \]

Eq. 8.18 considers the average queue length over all time, including the periods when the queue is empty. Of interest is the average queue length, given that the queue length is greater than zero. This is defined as

\[ E(m|m > 0) = \frac{\text{average queue length}}{\text{prob. of nonempty queue}} = \frac{E(m)}{P(m > 0)} \quad (8.19) \]

A zero queue length will occur if the system is in state zero or state one so that by Eqs. 8.11 and 8.12 the probability of a non-empty queue is

\[ P(m > 0) = 1 - (P_0 + P_1) = 1 - \left[(1 - \rho) + \rho(1 - \rho)\right] = 1 - 1 + \rho - \rho^2 + \rho^2 = \frac{\mu^2}{\lambda^2} \quad (8.20) \]

Substituting Eqs. 8.18 and 8.20 in Eq. 8.19 gives

\[ E(m|m > 0) = \left(\frac{\lambda^2}{\mu(\mu - \lambda)}\right) \left(\frac{\mu^2}{\lambda^2}\right) = \frac{\mu}{\mu - \lambda} \quad (8.21) \]

8.2.4 Example of Application of Queueing Formulas (M/M/1)

The exit from a parking garage is through a single gate where a variable fee is collected and change is made for drivers. Vehicles arrive at the gate at random at a rate, \( \lambda \), of 120 vehicles/hr. The time to collect fees is exponentially distributed, with a mean duration (1/\( \mu \)) of 15 sec. What are the characteristics of the operation when \( \lambda = 120 \) arrivals/hr, \( \mu = 4 \) services/min=240 services/hr, and \( \rho = \lambda / \mu = 120/240 = 0.5 \)

(a) The probability of an idle booth (Eq. 8.12) is 1 - 0.5 = 0.5.

(b) The probability that \( n \) vehicles will be in the system (Eq. 8.11) is

<table>
<thead>
<tr>
<th>( P_{x=n} )</th>
<th>( P_{x \leq n} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_0 = 0.5 )</td>
<td>0.5</td>
</tr>
<tr>
<td>( P_1 = 0.25 )</td>
<td>0.75</td>
</tr>
<tr>
<td>( P_2 = 0.125 )</td>
<td>0.875</td>
</tr>
<tr>
<td>( P_3 = 0.0625 )</td>
<td>0.9375</td>
</tr>
<tr>
<td>( P_4 = 0.03125 )</td>
<td>0.96875</td>
</tr>
<tr>
<td>( P_5 = 0.015625 )</td>
<td>0.984375</td>
</tr>
</tbody>
</table>

If the garage operator wanted to be certain with 0.95 probability that departing vehicles would not interfere with other operations, he would need to provide space for about three vehicles, one in service, two in queue. Similarly, if he wished to be certain at the 0.99 probability level, he would have to provide space for 5 or 6 vehicles, one in service, the others in queue.

(c) The average number in the system (Eq. 8.13) is \( E(n) = 120/(240 - 120) = 1 \).

(d) The average number waiting in a queue (Eq. 8.18) is \( E(m) = (120 \times 120)/[240(120)] = 0.5 \).

(e) The average length of a nonempty queue (Eq. 8.20) is \( E(m|m > 0) = 240/120 = 2 \).

(f) The average time in the system (Eq. 8.15) is \( E(\tau) = 1/120 \) hr = 0.5 min.

(g) The average time waiting in a queue (Eq. 8.17) is \( E(w) = 120/[240(120)] = 1/240 \) hr = 0.25 min.

8.3 THE CASE OF MULTIPLE CHANNELS WITH EXPONENTIAL ARRIVALS AND EXPONENTIAL SERVICE TIMES (M/M/N)

A parking lot (or the face of a block with on-street parking) may be considered as an example of a system with parallel service channels where the \( N \) parking slots represent the service channels. An arriving vehicle will occupy an empty slot if one is available; if not, it joins the waiting queue. The arrivals into the system are assumed to be random with rate \( \lambda \) and the service time per service channel (duration of parking) is also random with mean 1/\( \mu \). Again, \( \rho \) is defined as \( \lambda / \mu \). Further, \( \rho / N \) is defined as the utilization factor for the entire facility, representing the mean proportion of busy channels (full parking spaces). For the multiple-channel case the value of \( \rho \) may be greater than one but the following formulas apply only for the case where the utilization factor \( \rho / N < 1 \).

8.3.1 Synopsis of Equations for Queues with Multiple Channels

Probability of \( n \) units in system

\[ P_n = \frac{\rho^n}{n!} P_0 \quad \text{for} \quad n \leq N \quad (8.22) \]

\[ P_n = \frac{\rho^n}{N^{n-N} N!} P_0 \quad \text{for} \quad n \geq N \quad (8.23) \]
Probability of no units in system

\[ P_0 = \frac{1}{\sum_{n=0}^{\infty} \frac{p^n N^N}{n! N! (1 - \rho/N)}} \quad (8.24) \]

Average queue length

\[ E(m) = \frac{P_0 \rho^{N+1} N! N}{(1 - \rho/N)^2} \quad (8.25) \]

Average length of nonempty queues

\[ E(m|m > 0) = \frac{1}{1 - \rho/N} \quad (8.26) \]

Average number of units in system

\[ E(n) = \rho + E(m) \quad (8.27) \]

Average time an arrival spends in the system

\[ E(v) = E(n)/\lambda \quad (8.28) \]

Average waiting time in queue

\[ E(w) = E(v) - 1/\mu \quad (8.29) \]

Average waiting time for an arrival who waits

\[ E(w|w > 0) = \frac{1}{\lambda} \frac{1}{1 - \rho/N} \quad (8.30) \]

Probability of waiting for an empty space

\[ P_{n=0} = \frac{P_0 \rho^{N+1}}{N! N (1 - \rho/N)} \quad (8.31) \]

8.3.2 Example

The branch office of a customer repair service operates a fleet of vehicles that return to the office for picking up spare parts and assignments. The repair vehicles arrive at random during the day at a rate \( \lambda \) of four vehicles/hr. The stay at the parking lot is exponentially distributed, with a mean duration of 0.5 hr \( (\mu = 2) \). There are five stalls \( (=N) \) in the lot set aside for the vehicles. What are the characteristics of the lot operation?

Solution

\[ N = 5 \text{ stalls, } \lambda = 4 \text{ arrivals/hr, } \mu = 2 \text{ services/hr, } \rho = \lambda/\mu = 4/2 = 2, \text{ and the utilization factor } = \rho/N = 2/5 = 0.4. \]

(a) \( P_0 = \) probability of empty lot (Eq. 8.24) \[ = \frac{2}{1!} + \frac{2^2}{2!} + \frac{2^3}{3!} + \frac{2^4}{4!} + \frac{2^5}{5!(0.6)} \]

\[ = \frac{1}{7.44444} = 0.134328. \]

(b) The probability that \( n \) vehicles will park (Eq. 8.22) \( n \) is

\[ P_n = \frac{1}{5!5!(0.6)^2} = 0.023880, \text{ which is the same as } 1 - (P_0 + P_1 + P_2 + P_3 + P_4 + P_5). \]

(c) The average number of vehicles waiting for an empty slot (Eq. 8.25) is \( E(m) = 0.134328 \)

\[ = \frac{2}{5!5!(0.6)^2} = 0.0398 \text{ vehicles.} \]

(d) The average number of waiting vehicles when the lot is full (Eq. 8.26) is \( E(m|m > 0) = 1/0.6 = 1.67 \) vehicles.

(f) The average number of vehicles parked and waiting (Eq. 8.27) is \( E(n) = 2 + 0.0398 = 2.0398 \) vehicles.

(h) The average time a vehicle spends parking and waiting (Eq. 8.28) is \( E(v) = 2.0398/4 = 0.50995 \text{ hr.} \)

(i) The average time a vehicle waits for an empty slot (Eq. 8.29) is \( E(w) = 0.50995 - 1/2 = 0.00995 \text{ hr.} \)

8.3.3 System with Infinite Stalls: An Example of the \( M/M/\infty \) Case

As the number of stalls becomes very large \( (N \to \infty) \), Eq. 8.24 gives

\[ \lim_{N \to \infty} P_0 = \frac{1}{e^\rho} \quad (8.32) \]

and the expected number of parked vehicles is

\[ E(n) = \sum_{n=0}^{\infty} n P(n) = \rho P_0 \left( 1 + \rho + \frac{\rho^2}{2!} + \ldots \right) = \rho \quad (8.33) \]

* Computation can be simplified by observing that \( P_n = (\rho/n) P_{n-1}. \)
8.3.4 The System with Loss

A more realistic type of operation for a parking lot occurs when vehicles unable to park go away instead of waiting in line; that is,

\[ P_n = 0 \quad \text{for} \quad n > N \]

For this model the probability that \( n \) vehicles will be parked is

\[ P_n = \frac{\rho^n/n!}{\sum_{i=0}^{N} \rho^i/i!} \quad \text{for} \quad n = 0, 1, 2, \ldots, N \]  

(8.34)

The probability of an empty lot is

\[ P_0 = \frac{1}{\sum_{i=0}^{N} \rho^i/i!} \]  

(8.35)

and the probability that a car cannot park is the probability that there are \( N \) slots occupied, so that

\[ P_N = \frac{\rho^N/N!}{\sum_{i=0}^{N} \rho^i/i!} \]  

(8.36)

Eq. 8.36 is called Erlang’s Loss Formula, \( L_N(\rho) \), the probability that an incoming unit is “lost” to the system.

Finally, the average number of vehicles in the parking lot may be developed as follows:

\[ E(n) = \sum_{n=0}^{N} n P_n = \frac{\sum_{n=0}^{N} n \rho^n}{\rho \sum_{n=0}^{N} \rho^n/n!} = \frac{\sum_{n=0}^{N} n \rho^n}{\sum_{n=0}^{N} \rho^n/n!} \]

\[ = \rho \left[ \frac{1 + \rho + \rho^2/2! + \rho^3/3! + \cdots + \rho^N/(N-1)!}{1 + \rho + \rho^2/2! + \rho^3/3! + \cdots + \rho^N/(N-1)!} \right] \]

\[ = \rho \left[ \frac{1 + \rho + \rho^2/2! + \rho^3/3! + \cdots + \rho^N/(N-1)!}{\sum_{n=0}^{N} \rho^n/n!} \right] \]

(8.36)

If Eq. 8.36 is multiplied by \( e^{-\rho}/e^{-\rho} \), the expression becomes

\[ E(n) = \rho \sum_{n=0}^{N-1} \frac{e^{-\rho} \rho^n}{n!} \sum_{n=0}^{N-1} \frac{e^{-\rho} \rho^n}{n!} \]  

(8.37)

in which case it is possible to use tabulations of the Poisson distribution function to get the desired answer.

A more elegant discussion of the relationship between the Poisson distribution and the queueing formulas developed here is given by Kometani and Kato\(^{10}\) and by Haight and Jacobson\(^{11}\).

8.3.5 Example of a Queueing System Operating with Loss

Assume the same data given in example 8.3.2, except that vehicles do not wait for an empty space. Again, \( N=5 \), \( \lambda=4 \) arrivals/hr, \( u=2 \) service/hr, \( \rho=\lambda/u=4/2=2 \), and utilization factor=\( \rho/N=2/5=0.4 \).

The probability of an empty slot (Eq. 8.35) is

\[ P_0 = \frac{1}{1 + \frac{2}{1} + \frac{2^2}{2} + \frac{2^3}{3!} + \frac{2^4}{4!} + \frac{2^5}{5!}} = 0.137614 \]

\[ P_1 = (2/1)P_0 = 0.275228 \]

\[ P_2 = (2/2)P_1 = 0.075228 \]

\[ P_3 = (2/3)P_2 = 0.0183485 \]

\[ P_4 = (2/4)P_3 = 0.0091743 \]

\[ P_5 = (2/5)P_4 = 0.0036697 \] (probability that a car cannot park)

The average number of vehicles parked (Eq. 8.37) is

\[ E(n) = 1 - \frac{0.947}{0.983} = 1.93 \]

8.4 SYSTEM M/D/1 BUSY PERIOD

In this section the number of units, \( n \), that will be served before the system will again become empty is considered, given \( r \) units in the system at a given time. For example, there may be five vehicles \( (r) \) in a queue at the start of the green interval on a traffic signal. It is desired to find the number \( n \) of vehicles that will pass through the intersection before the queue is dissipated; i.e., the system is again
empty. The solution to this particular problem has been accomplished by assuming the M/D/1 queueing model; that is, random arrivals into the single queue with a uniform service time for each of the "customers."

In this system vehicles arrive randomly at a rate \( \lambda \), there is one server, and each vehicle is "served" for exactly \( B \) units of time, so that \( r \) vehicles in line will require \( rB \) units of time for service. The distribution of the number of units served, \( n \), before the system again becomes empty in a busy period starting with an accumulation of \( r \) units is given by the Borel–Tanner distribution:

\[
P(n|r) = \frac{r}{n} \frac{e^{-\lambda B} (\lambda n B)^{n-r}}{(n-r)!} \quad (8.38)
\]

\( n=r, r+1, \ldots \)

The development of Eq. 8.38 may be found in Prabhu.\(^{7}\) This equation can be rewritten by noting that \( \rho = \lambda B \)

\[
P(n|r) = \frac{r \ e^{-\rho n} \rho^{n-r}}{n \ (n-r)!} \quad (8.39)
\]

\( n=r, (r+1), (r+2), \ldots \)

Tabulated values for a limited range of \( n \) and \( r \), given \( \rho = 0.2 \), are presented in Table 8.1.

For example, if there are three units in a queue, including the one being served, the probability that no more units will arrive during the service for these three is 0.549, but the probability that exactly five will be served before the queue empties again is 0.110.

Haight\(^{12}\) used the Borel–Tanner distribution to analyze delay at a signalized intersection (see section 8.5.3), whereas Tanner\(^{13},^{14}\) has applied the Borel–Tanner distribution to a model for delays to vehicles on two-way, two-lane roads.

### 8.5 Delays at Intersections

Applications of queueing theory to problems represented by traffic situations are more complex than those developed in sections 8.2 and 8.3. For example, the time a vehicle waits in line at a stop-sign-controlled intersection is a function of a combination of gap acceptance characteristics, the passage of gaps in the main stream and the characteristics of the waiting stream of traffic.

Treatment of intersection problems may be categorized by two elements: (1) the type of control (stop sign, yield sign, fixed-time signal, or traffic-actuated signal) and (2) the element controlled (vehicles or pedestrians).

At the stop-sign-controlled intersection, it is assumed that the side-street traffic waits for an adequate gap in the main-street traffic before crossing.

The problem of crossing the main street will be considered for both pedestrians and vehicles. There is a fundamental difference between these two cases. Pedestrians arrive at the crossing and accumulate at the curb until an opportunity to cross presents itself. The entire group then crosses together, independent of the number of pedestrians waiting. On the other hand, later vehicular arrivals cannot cross the main stream until the first vehicle in line has departed. If side-street vehicular flow is so low that two or more vehicles will rarely be waiting, the calculation of delays to individual vehicles will be similar to those used for individual pedestrians.

The problem of pedestrians crossing at a pretimed signalized intersection is tractable when conflicts with cross-street turning traffic are ignored. Under these conditions delays to these pedestrians can be easily determined from knowledge of the pedestrian arrival distribution and the traffic signal timing. The unsignalized and signalized intersection delay problems are treated in sections 8.5.2 and 8.5.3, respectively.

#### 8.5.1 Blocks, Gaps, Intervals, and Lags—Some Definitions

A stream of traffic can be considered as the passage of a succession of vehicles, or a succession of gaps, or a succession of blocks.
Raff and Oliver have considered the problem of defining the intervals between vehicles that might be considered as acceptable to a vehicle crossing or merging with a stream of traffic.

Consider a stream of traffic as shown in Figure 8.3 where the time of arrival of main-street vehicles is shown on a time scale (events 2 through 9).

Intervals 2 through 9 are time intervals \( h \) between the arrival of main-street vehicles at the projected path of the crossing side-street vehicle. The first interval (a lag) is defined by the time from the arrival of the side-street vehicle at the point of crossing (event number 1) to the passage of the next main-street vehicle. If \( h \) is greater than the critical headway \( \tau \), the waiting driver or pedestrian will cross, otherwise he will wait.

Intervals 2, 6, 7, and 9 are all greater than \( \tau \), but it is evident that only a portion of these four intervals is available for crossing. That time during which no crossing is possible has been defined by Raff as a "block"; conversely, the rest of the time is defined as "antiblocks."

Oliver defined any time interval \( (h > \tau) \) as a gap and the remaining intervals as non-gaps, as shown in Figure 8.3. The length of a gap is seen to be the length of a block less the critical headway (for \( h > \tau \)). Time intervals 2, 6, 7, and 9 are each a gap; time intervals 3, 4, and 5 are grouped into a single nongap; and

---

**Figure 8.3 Definitions of time interval for stream flow.**
intervals 1 and 8 are also nongaps. It is of interest to note that the number of blocks, antiblocks, and gaps are all equal. The number of vehicles in an intergap headway is here defined as the number occurring just after the vehicle (or event) defining the start of a gap but including the last vehicle that defines the end of the nongap. For example, the first intergap headway in Figure 8.3 contains four vehicles (numbers 3, 4, 5, and 6); the last intergap headway shown contains one vehicle (number 10). If event 3 were to represent the arrival of a pedestrian, he would be delayed until events 4, 5, and 6 (passage of main-street vehicles) had taken place.

8.5.2 Unsignalized Control—Pedestrian Delay

Delays are discussed with the assumption that the delayed person is in a position to accept or reject a gap without the added delay of waiting for the person in front to enter or cross the traffic stream. A group of pedestrians waiting to enter a crosswalk is an example of this case.

Pedestrian delay at an unsignalized intersection was first treated by Adams in 1936 in one of the earliest theoretical traffic papers. He assumed that pedestrian and vehicle arrivals are random and made field observations that generally justified the assumption. If it is assumed that the main-street flow is \( q \) (vehicles/sec) and that an interval \( r \) (the critical gap in seconds) is required between successive arrivals on the main street for a pedestrian to cross safely, several delay relationships can be derived.

By the equations of Chapter 3, the probability that a pedestrian will pass without delay is

\[
P(h > \tau) = e^{-\alpha \tau}\]  
(8.40)

The probability that pedestrians will be delayed is

\[
P_d = 1 - e^{-\alpha \tau}\]  
(8.41)

which is plotted in Figure 8.4 with main-street flow expressed in vehicles per minimum acceptable gap.

Of particular interest is the average duration of blocks, antiblocks, gaps, and nongaps as defined in Figure 8.3 and the time a pedestrian must wait (block time) for an appropriate gap in order to cross the roadway. Roadway events are considered relative to the passage of vehicles over an elapsed time \( t \), during which the number of events is the accumulated volume, \( qt \). Further, the mean headway \((1/q)\) is defined as \( T \).

Each time interval \((h > \tau)\) is the beginning of an antiblock and therefore also marks the end of a block, so that in the elapsed time \( t \) the number of time intervals

\[
(h > \tau) = \text{number of antiblocks}
= \text{number of blocks}
= \text{number of gaps}
= qt e^{-\alpha \tau}
(8.42)

the time spent in antiblocks is

\[
= te^{-\alpha \tau}
(8.43)

and the time spent in blocks is

\[
t = te^{-\alpha \tau} = t(1 - e^{-\alpha \tau})
(8.43a)

The total time spent in gaps (Figure 8.3) is the sum of antiblock time \( + \tau \times \) (number of antiblocks)

\[
= te^{-\alpha \tau} + qte^{-\alpha \tau} \tau
= (t + qt \tau) e^{-\alpha \tau}
(8.44)

and the proportion of time spent in gaps (Eq. 8.44/\( t \))

\[
= (1 + qt) e^{-\alpha \tau}
(8.45)

which was first proposed by Adams in his 1936 study of delay to pedestrian traffic.

The average time duration (sec) of all gaps = (total gap time, Eq. 8.44)/(number of gaps, Eq. 8.42)

\[
= \frac{(t + qt \tau) e^{-\alpha \tau}}{qt e^{-\alpha \tau}} = T + \tau
(8.46)

which is equation III of Adams.

The average time duration for all intervals \((h < \tau) = \text{average length of nongaps}

\[
= \text{(total nongap time)}/
\text{(number of intervals} \ h < \tau)
= \frac{[t - (t + qt \tau) e^{-\alpha \tau}] / qt (1 - e^{-\alpha \tau})}{T - \frac{te^{-\alpha \tau}}{1 - e^{-\alpha \tau}}}
(8.47)

which is Eq. IV of Adams.

The average time duration of blocks is (total block time, Eq. 8.43a)/(number of blocks, Eq. 8.42)

\[
= \frac{t(1 - e^{-\alpha \tau})}{qte^{-\alpha \tau}} = \frac{t}{qte^{-\alpha \tau}} - \frac{te^{-\alpha \tau}}{qte^{-\alpha \tau}}
= \left( \frac{1}{q} \right) \left( \frac{1}{e^{-\alpha \tau}} \right) - T = (T/e^{-\alpha \tau}) - T
(8.48)
while the average time duration of antiblocks (Eq. 8.43/Eq. 8.42)
\[ \frac{te^{-qt}}{qte^{-qt}} = \frac{1}{q} = T \]

This last equation can be compared with the length of gaps expressed in Eq. 8.46, demonstrating the relationship between gaps and antiblocks.

In considering the problem of delays, reference is again made to Figure 8.3, recalling that the beginning of a gap can be defined by the arrival of a side-street vehicle or pedestrian, as well as by the passage of a main-street vehicle. A pedestrian may arrive in two positions: (a) as the event defining a gap (no delay) or (b) during the nongap interval. In the latter instance, the arrival must wait for the remaining vehicles within the gap to pass before he can cross the stream.

The average number of vehicles between the start of gaps (see Figure 8.3 for relationship between start of gaps and the start of blocks)
\[ \frac{\text{volume}}{\text{number of blocks}} = \frac{qt}{qte^{-qt}} = \frac{1}{e^{-qt}} \quad (8.49) \]

A delayed vehicle or pedestrian has to wait for one less vehicle than is given in Eq. 8.49, or
\[ \frac{1-e^{-qt}}{e^{-qt}} \quad (8.50) \]

From this, it is noted that the expected delay, \( E(t) \), is found by multiplying the average number of waits (Eq. 8.50) by the average length of gap (\( h < \tau \)), Eq. 8.47; that is,
\[ E(t) = \left( \frac{1-e^{-qt}}{e^{-qt}} \right) \times \left( T - \frac{\tau e^{qt}}{1-e^{-qt}} \right) \]
\[ = \frac{1}{qe^{-qt}} - T - \tau \quad (8.51) \]

Eq. 8.51 is plotted in Figure 8.5 with delay in terms of the minimum crossing gap required. For example, if there is one vehicle per minimum gap and the minimum required gap is 5 sec (equivalent flow=720 vehicles/hr), the delay will be \( (0.7 \times 5) = 3.5 \) sec. Similarly, for a 10-sec value of \( \tau \) (equivalent flow=360 vehicles/hr) the expected delay will be \( (0.7 \times 10) = 7.0 \) sec.

The amount of delay for all delayed pedestrians is equal to the average delay/proportion delayed:
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\[ E_q(t) = \left( \frac{1}{qe^{-qt}} - \frac{1}{q} \right) \times \left( \frac{1}{1-e^{-qt}} \right) \]
\[ = \frac{1}{qe^{-qt}} - \frac{\tau}{1-e^{-qt}} \quad (8.52) \]

which is also plotted in Figure 8.5.

Underwood, in applying the formulas for pedestrian delay to determine warrants for installation of pedestrian crossings, considered three levels of pedestrian treatment: (a) no treatment zone; (b) a “walking legs” sign zone (pedestrian sign and crosswalk markings in U.S. practice); and (c) a traffic control signal zone. His proposed method requires that three values be established: (a) minimum vehicular volume warrant; (b) minimum pedestrian volume warrant; and (c) maximum pedestrian volume warrant.

If the volume is less than that required by warrants (a) or (b), no treatment is required. In the case of warrant (a), the delay to pedestrians would be acceptable; in the case of warrant (b), because there are so few pedestrians delay would be acceptable. The “walking legs” sign zone (includes painted crosswalk) is used if warrants (a) and (b) are exceeded. If warrant (c) is also exceeded, a traffic control signal is justified.

The minimum vehicular volume warrant is determined from the application of Eq. 8.52, which is plotted in Figure 8.6 for values of \( \tau \) at 9, 12, 15, and 18 sec. Line AA represents a point such that below the line delays increase.
gradually; above it, increase at an accelerating rate. In each case the value $V \times \tau$ is approximately 6,000, where $V=$ hourly vehicular volume ($=3,600 q$) and $\tau$ is the intervehicular spacing (sec) required by pedestrians. To attain the minimum,

$$V = \frac{6,000}{\tau} \quad (8.53)$$

an approximate formula for $\tau$ as given by Underwood is

$$\tau = \frac{R \times S}{30} + \frac{W}{v} + 2$$

where

$R =$ perception time (sec; 2 or 3 sec);
$S =$ speed limit (mph);
$W =$ width of roadway (ft); and
$v =$ crossing speed (ft/sec); about 4 ft/sec.

The minimum pedestrian volume is taken to be an average of one pedestrian per anti-block. The number of pedestrians delayed at an average of one delayed pedestrian per anti-
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Figure 8.6 Pedestrian delays vs. vehicular volume.
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Block is \(V e^{-\tau} \) (from Eq. 8.42) and the proportion of pedestrians delayed is \((1 - e^{-q\tau})\); thus, the total number of pedestrians who may cross the traffic stream such that, on the average, not more than one pedestrian is waiting at any particular time is

\[
P_{(\text{min})} = \frac{V e^{-\tau}}{(1 - e^{-q\tau})} \text{ pedestrians/hr} \quad (8.54)
\]

which is the minimum pedestrian warrant.

For example, at \(V = 720 \text{ vehicles/hr} \) (\(q = 0.2 \text{ vehicles/sec} \)) and \(\tau = 9 \text{ sec} \), \(P_{(\text{min})} = \frac{720 \times e^{-1.8}}{1 - e^{-1.8}} \approx 142 \text{ pedestrians/hr} \).

Finally, Underwood reasoned that motorists who were required to give way to pedestrians in the crosswalks should have at least 60 percent of the available time. If less than 60 percent of the time is available, traffic signals are warranted to assure adequate time to the motorists.

The proportion of nondelayed vehicular traffic (from Eq. 8.40) is \(e^{-Pv/3,600} \) where \(P \) is the hourly pedestrian volume and \(v \) is the time interval between pedestrians in the crosswalk such that there is a minimum safe distance between pedestrians.

Underwood takes the minimum safe distance between pedestrians as equal to the width of a vehicle plus 6-ft clearance on either side, or, for an 8-ft vehicle, a spacing of 20 ft. The time interval between pedestrians is given by \(g = 20/v \), where \(v \) is the crossing speed of pedestrians (ft/sec), so that

\[
\text{Probability (no delay)} = e^{-20g/3,600v} = e^{-P/1800} \quad (8.55)
\]

For 60 percent probability \(e^{-P/1800} = 0.60 \)

\(P/1800 = 0.51 \) and \(P \approx 90v \).

If \(v = 4 \text{ ft/sec} \), a signal is warranted when pedestrian volume exceeds 360 pedestrians/hr.

Underwood prepared a family of curves based on Eqs. 8.53, 8.54, and 8.55, as shown in Figure 8.7. Areas to the left of and below the dashed curve associated with each minimum gap represent the domain of combined pedestrian and vehicular volumes for which no treatment is required. To the right of and above the same curves “walking legs” sign zones are required. Traffic control signals are required when the pedestrian volume exceeds 360 persons per hour; for example, if the pedestrian volume is 100/hr and the minimum acceptable gap is 10 sec, no control is required for vehicular volumes less than 800/hr. For the same minimum acceptable gap and a pedestrian crossing velocity of 4 ft/sec, a signal will be required for pedestrian volumes over 360/hr if the vehicular volume exceeds 600 vehicles/hr.

In 1951, Tanner \(^{18} \) published the results of a comprehensive study of pedestrian crossing delays. His work is an extension of the delay relationships developed by Adams.\(^{2} \) He assumed random arrivals of both main-street vehicles and crossing pedestrians and presented two proofs of the crossing delay distribution. (Details of these proofs are beyond the scope of this presentation but may be found in the original paper.) Tanner also developed a method of considering varying values of gap acceptance for different pedestrians and gave some attention to the problem of groups of pedestrians crossing the street.

Of particular interest to those designing pedestrian controls are the distribution of the size of pedestrian groups crossing together and the distribution of the number of pedestrians waiting at a random time.

The average size of a group crossing together is

\[
E(n_e) = \frac{p e^{\tau r} + q e^{-\tau r}}{(p + q)e^{(p-q)\tau}} \quad (8.56)
\]

in which \(p \) is pedestrian flow and \(q \) is vehicular flow. Figure 8.8 shows this relationship. The average number waiting to cross is

\[
E(n_w) = \frac{P}{q}(e^{\tau r} - q - 1) \quad (8.57)
\]

which is plotted in Figure 8.9.

As an example, consider a crossing with a vehicular volume of 720 vehicles/hr and a pedestrian volume of 360 persons/hr. The minimum acceptable gap, \(\tau \), is constant at 10 sec. For this example, \(q = 0.2, p = 0.1 \).

The probability that a pedestrian will be delayed (Eq. 8.41) is \(P_d = 1 - e^{-2} = 0.865 \). The mean delay for all pedestrians (Eq. 8.51) is

\[
E(r) = \frac{1}{0.2e^2} \approx 21.95 \text{ sec}; \text{ the mean delay per delayed pedestrian (Eq. 8.52) is}
\]

\[
E_d(r) = \frac{1}{0.2e^2 - 0.865} = 25.38 \text{ sec}; \text{ the average number of pedestrians crossing together (Eq. 8.56) is}
\]

\[
E(n_e) = \frac{0.1e^2 + 0.2e^{-2}}{e^{(0.1-0.2)10}(0.1 + 0.2)} = 2.71 \text{ pedestrians; the average number waiting to cross at}
\]
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a random time (Eq. 8.57) is $E(n_p) = \frac{0.1}{0.2} = 2.19$ pedestrians.

Tanner also compared the delay to pedestrians crossing the entire roadway at one time with the delay to those stopping in the middle of a refuge island when necessary. His field studies indicated that pedestrians crossing the street where no island exists look for a gap of at least the critical gap in both directions of movement rather than for some combination of near- and far-stream gaps. The average delay, assuming the same volumes as given in the previous example, is 21.95 sec. When the pedestrian can stop in the middle of the street at a refuge island, assuming the vehicular volume is equal in both directions and that the critical gap required to cross one-half of the street is reduced to $\tau/2$, the formula for average delay is

$$E(t_p) = 4 \cdot \frac{4}{q \cdot e^{-\left(q \cdot \tau/4\right)}} - \frac{4}{q} - \tau \quad (8.58)$$

In the present example the delay with a pedestrian refuge would be $4 \cdot \frac{4}{0.2 \cdot e^{-0.5}} - \frac{4}{0.2} - 10 = 2.97$ sec. These delays are plotted in Figure 8.10.

In the previous discussion of this section all of the authors assumed that distributions of main-street headways were negative exponential; but, as noted in Chapter 3, this distribution is unrealistic in describing small time headways between successive vehicles moving in a single roadway lane. Mayne generalized Tanner's results to include an arbitrary distribution of independent main-street headways. He also considered the effects of introducing refuge islands on a wide crossing, showing that for the same average delay the pedestrian flow must be at least four times as great when an island is present as when there is no island.

Jewell obtained the distribution, mean, and variance of waiting times for arbitrary mainstream headway distributions and for several main-street situations at the time a side-street vehicle presents itself. His relationships were developed for a critical lag $\tau$ and extended for other gap acceptance criteria. He obtained results for the number of minor-street vehicles that can be discharged during a fixed time period when only one side-street vehicle can cross during each acceptable main-street gap. He also showed that the mean delay for the side-street vehicle increases in proportion to the second or higher power of the critical gap and to the first or higher power of flow. The
Queueing Models

\[ E(t) = \frac{e^{\sigma \tau} - 1}{q} - \tau + \frac{1}{b} \left[ e^{\sigma \tau} - 1 - q \tau + \left( \frac{q}{q + b} \right)^2 \times \left( 1 + qr + \beta \right) \right] \]

\[ \left( 1 + qr + \beta \right) \left( 1 - e^{-\sigma \tau} \right) \]

\[ + e^{-\sigma \tau} \left( \frac{q}{q + b} + q \tau \right) \]  

(8.59)

in which \( \tau \) is the minimum acceptable gap, \( q \) is the main-street flow, and \( b \) is the parameter of the shifted exponential gap acceptance distribution, which equals \( 1/(T-\tau) \). Eq. 8.59 may be compared with Eq. 8.51, the delay with a constant gap acceptance value. The probability, \( F(t) \), of accepting a gap of \( t \) sec in the main-street flow is

\[ F(t) = \begin{cases} 0 & (t \leq \tau) \\ 1 - \exp[-b(t-\tau)] & (t \geq \tau) \end{cases} \]  

(8.60)

The upper curve of Figure 8.11 presents a graph of this relationship for Herman and Weiss's constants, \( \tau = 3.3 \) sec and \( b = 2.7 \) sec⁻¹. The lower curve shows the results of assuming that all drivers have an acceptable gap of 3.3 sec.

Weiss and Maradudin also considered the yield sign problem, which differs from the pedestrian delay problem in acceptable gap between moving and stopped vehicles. If a moving vehicle requires a gap of \( \tau_1 \) and a stopped vehicle requires a gap of \( \tau_2 (\tau_1 \leq \tau_2) \), the mean delay is

\[ E(t) = \frac{e^{\sigma \tau_2}}{q} \left( 1 - e^{-\sigma \tau_1} \right) + e^{-\sigma \tau_1} (\tau_2 - \tau_1) \]

(8.61)

As an example, assume \( \tau_2 = 3.3 \) sec and \( \tau_1 = 2.0 \) sec. These values substituted into Eq. 8.61 yield a plot, as shown in Figure 8.12, that compares the average side-street vehicle delay (at a yield sign) with a stop sign situation where all side-street drivers are required to stop and wait for a main-street gap of 3.3 sec.

Weiss further demonstrated that the delay to a single vehicle crossing or merging with a traffic stream is practically independent of the velocity distribution of the mainstream flow, for flow rates less than 1,600 vehicles/hr.

A different approach to the distribution of gaps in the main-street flow is given by Miller, who postulated that bunches of vehicles (non-gaps in Figure 8.3) are randomly distributed on a highway. Letting the flow of queues (bunches) be \( q \) unit time and defining \( \lambda \) as the parameter of the exponential distribution of intervals between queues, \( \lambda e^{-\lambda t} \). Miller relates \( q \) to \( \lambda \) as \( 1/q = 1/\lambda + \bar{t} \), where \( \bar{t} \) is the average length of a
queue (Eq. 8.47 if traffic flow is random). For example, if the average length of a queue is 10 sec ($\bar{t}=10$) and $\lambda=0.025$, $1/q=1/0.025=40$ and $q=0.02$ queues/sec $=72$ queues/hr.

One can arrive at an intuitive feeling for $\lambda$ by observing that in one hour there will be 72 queues of 10-sec average duration $\bar{t}$, or a total of 720 sec of queues (nongap time). The remaining gap time (3,600 $- 720 = 2,880$ sec) is distributed among the 72 gaps (intervals between queues) so that the average gap length $=2,880/72 = 40$ sec ($1/\lambda$). This is equivalent to a flow rate $\lambda$ of 0.025 units/sec.

Miller derived an expression for the mean waiting time for a pedestrian or side-street vehicle as

$$E(t) = \lambda(\bar{t} + \tau)^2/2,$$

where $\tau$ is the minimum acceptable gap and $\lambda$ and $\bar{t}$ are defined as previously. For example, if it is assumed that a pedestrian needs a time gap of at least 10 sec ($\tau=10$), that $\lambda$ is equivalent to 90 events/hr ($\lambda=1/40$), and that it takes on the average 10 sec ($\bar{t}=10$) for a queue to pass, $E(t) = 1/2 \times 1/40 \times (10 + 10)^2 = 5$ sec.

The probability that a side-street vehicle can cross immediately is given by

$$P_o = (1 - q\bar{t}) e^{-\lambda\tau} \quad (8.63)$$

Substituting appropriate values,

$$P_o = (1 - 10/50) e^{-0.25} = 0.622.$$

Miller made a limited comparison of the average side-street delay and frequency of undelayed crossings predicted by the random bunches model with those produced by the random vehicle model. He found little difference in average waiting time for crossing vehicles. The random bunches model predicted the opportunities for immediate crossing better.
than did the random vehicles model. Figure 8.13 gives the observed values for immediate crossing opportunities and the values predicted by the two theoretical models for 14 sets of observations, each set representing one hour of data collection.

### 8.5.3 Unsignalized Control—Vehicular Delay

Because the equations in section 8.5.2 make no allowance for queueing on the minor street, it is necessary to introduce a delay that reflects the time required for a second-in-line vehicle to get into position to accept or reject a gap. The case of a queue of vehicles waiting on a side road or entrance ramp before merging or crossing traffic on a main highway has been discussed by Evans, Herman, and Weiss, Major and Buckley, and Ashworth, among others.

Consider a single inexhaustible queue of vehicles on the side street under the following conditions: when a main-street highway is less than \( \tau \), no vehicle enters; when a main-street headway is between \( \tau \) and \( 2\tau \), one vehicle enters; when a main-street headway is between \( 2\tau \) and \( 3\tau \), two vehicles enter, etc. The number of vehicles \( N \) that can enter from the side street, developed by Major and Buckley, is found as follows:

<table>
<thead>
<tr>
<th>Number of Vehicles Entering Headway</th>
<th>Size of Headway</th>
<th>Number of Headways This Size/Unit Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt; \tau )</td>
<td>0</td>
<td>( q(1 - e^{-\tau}) )</td>
</tr>
<tr>
<td>( \tau - 2\tau )</td>
<td>1</td>
<td>( q(e^{-\tau} - e^{-2\tau}) )</td>
</tr>
<tr>
<td>( 2\tau - 3\tau )</td>
<td>2</td>
<td>( q(e^{-2\tau} - e^{-3\tau}) )</td>
</tr>
<tr>
<td>( 3\tau - 4\tau )</td>
<td>3</td>
<td>( q(e^{-3\tau} - e^{-4\tau}) )</td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The number of vehicles that will enter or cross the main-street flow per unit time (capacity of cross flow) is

\[
N = q(e^{-\tau} - e^{-2\tau}) + 2q(e^{-2\tau} - e^{-3\tau}) + 3q(e^{-3\tau} - e^{-4\tau}) + \ldots \\
= qe^{-\tau} + 2qe^{-2\tau} + 3qe^{-3\tau} + \ldots \\
from which \\
\[
N = \frac{qe^{-\tau}}{1 - e^{-\tau}} \\
(8.64)
\]
The more realistic assumption can be made that the headway for following vehicles is \(\beta_2\) so that two vehicles require a headway of \(\tau + \beta_2\) and three vehicles require \(\tau + 2\beta_2\), etc. Provided \(\beta_2 \leq \tau\), Eq. 8.64 becomes

\[
N = \frac{qe^{-q\tau}}{1 - e^{-q\beta_2}}
\]  
(8.65)

If it is assumed that only one vehicle enters during each antiblock, the capacity of the cross street (from Eq. 8.4) is equal to \(qe^{-q\tau}\) vehicles/unit time.

Ashworth\(^{27}\) modified the approach used by Major and Buckley by assuming that the critical gap of the driver is \(\tau_1\), whereas that of the second driver is \(\tau_2\) sec. Further, he assumed a move-up time equal to a constant \(\beta_2\) sec, during which time—following the departure of the vehicle at the head of the queue—the second vehicle moves into the front position but is unable to take advantage of any suitable gap offered. With these assumptions the author gives the average waiting delay at the head of the queue for those vehicles actually delayed:

\[
E_a(t) = \tau + (e^{q\tau_2} - 1) \left( T - \frac{\tau_se^{q\tau_2}}{1 - e^{q\tau_2}} \right)
\]  
(8.66)

where

\[
\tau = \frac{1 + q(\tau_1 - \beta_2) - e^{q(\tau_1 - \tau_2 - \beta_2)}(1 + q\tau_2)}{q(1 - e^{q(\tau_1 - \tau_2 - \beta_2)})}
\]

and \(T = 1/q\).

The average waiting delay for all vehicles (provided \(\tau_2 > \tau_1 - \beta_2\)) is

\[
E(t) = \tau_1 - \tau_2 - \beta_2 + T(e^{q\tau_2} - e^{q(\tau_1 - \beta_2)})
\]  
(8.67)

Eqs. 8.67 and 8.66 may be compared with Eqs. 8.51 and 8.52, respectively, where the last two equations consider delay for the pedestrian case.

The influence of an acceleration lane on the merging problem is treated by Blumenfeld and Weiss\(^{28}\). In their model, vehicles on the acceleration lane of length \(L\) are assumed to travel at a constant velocity \(V\) and vehicles on the main road travel at a constant velocity \(V (> V)\). The model further assumes that the merging driver remains to move along the acceleration lane at a velocity \(V\) until he either finds a suitable gap or continues to the end of the lane, at which point the vehicle goes instantaneously to 0. The time \(T_L\) is the time for the vehicle to reach the end of the lane= \(L/V\). Suppose a merge occurs at some time \(t < T_L\); if the driver had not been merging, the distance traveled would have been \(Vt\) instead of \(vt\) actually traveled. This delay is defined as

\[
D = \left( 1 - \frac{V}{V} \right) t = \beta t
\]

where \(\beta = 1 - V/V\).

If the time to merge is greater then \(T_L\) (say \(t = T_L + t_1\), where \(t_1 > 0\)) the delay is defined by

\[
D = t - \frac{Vt_1}{V} = \beta T_L + t_1
\]

The total delay to a vehicle in the acceleration lane can be written as the sum of two random variables, \(D_m + D_a\), where \(D_m\) is the time spent traveling on the lane and \(D_a\) is the delay while stopped. The formula for the expected delay (developed in detail by Blumenfeld and Weiss\(^{28}\)) is awkward, but the authors have found numerical solutions to relate the probability of reaching the end of the ramp without merging (Figure 8.14) and the expected delay to merging vehicles (Figure 8.15) as a function of the length of the acceleration lane.

8.5.4 Signalized Intersections

There are several models that may be used in the investigation of queues and delays at signalized intersections. In section 8.5.4.1 a continuum or fluid model is considered in which various measures of queue length and delay are developed. In section 8.5.4.2 various probability models are compared and different assumptions implicit to several types of models are noted.

In estimating delay at intersections, the traffic is considered as consisting of identiﬁcal passenger car units (pcu). A truck, for example, may be considered as 1.5 or 2 pcu and a turning vehicle may be assigned some value depending on the type of maneuver that is made.

The following notation, after Allsop\(^{29}\), is used. Let

- \(c\) = the cycle time (sec);
- \(g\) = the effective green time (sec);
- \(r\) = the effective red time (sec);
- \(q\) = the average arrival rate of traffic on the approach (pcu/sec);
variance of number of PCU arriving in one signal cycle
\[ I = \frac{\text{mean number of PCU arriving in one signal cycle}} \]

\( s = \) the saturation flow on the approach (PCU/sec);
\( d = \) the average delay to PCU on the approach (sec);
\( Q_o = \) the overflow (PCU);
\( \lambda = g/c \) (i.e., the proportion of the cycle that is effectively green);
\( y = q/s \) (i.e., the ratio of average arrival rate to saturation flow); and
\( x = qc/gs \) (i.e., the ratio of average number of arrivals/cycle to the maximum number of departures/cycle).

Thus, \( r + g = c \) and \( \lambda x = y \). The ratio \( x \) is called the degree of saturation of the approach, and \( y \) is called the flow ratio of the approach.

The effective green time is the portion of the cycle time during which PCUs are assumed to pass the signal at a constant rate \( s \), providing vehicles are waiting on the approach. Green-shields et al.,\(^{30}\) for example, reported that the total time for a queue of \( n \) stopped vehicles to pass a signal can be given by

\[ \text{Total time} = 14.2 + 2.1(n - 5) \text{ sec} \quad \text{for } n \geq 5 \]

Had all of the vehicles departed at the saturation rate \( s \) (1/2.1), the first five vehicles would have required 10.5 sec; that is, the effective green is the signal green time less 3.7 sec. In most studies it is assumed that a waiting queue of vehicles will take advantage of the yellow clearance interval, although the effective green time may be adjusted to reflect particular operating conditions.

The meaning of arrival time and departure time for a PCU on an approach can be demonstrated by reference to Figure 8.16, in which distance–time curves are plotted for each of four vehicles. AB represents the passage of an undelayed vehicle, where the line PQ represents the stopline at which the first vehicle waits when there is a queue. CDEF represents the trajectory of the first vehicle that is delayed by a signal. The straight portions of CD and EF are parallel to AB and projected to meet PQ

Figure 8.14 Probability of reaching the end of the acceleration lane without merging as a function of length.\(^{30}\)

Figure 8.15 Expected delay as a function of acceleration lane length.\(^{30}\)
at X and Y so that the length XY is the delay to the first vehicle. Similarly, X'Y' and X''Y'' represent the delays for the next two vehicles. XX' and XX'' represent the arrival headways.

In a number of the studies it has been convenient to assume that events such as the arrival of a vehicle may occur only at certain instants that are equally and closely spaced in time. It is convenient to choose the interval in seconds between two events such that \( \Delta t = 1/s \) and to define time in multiples of \( \Delta t \). If the time origin \( t = 0 \), events occur at time \( t = n \Delta t \) \( (n = 1, 2, 3, \ldots) \).

Let \( c = C \Delta t \); \( r = R \Delta t \); and \( g = G \Delta t \), where \( C \), \( R \), and \( G \) are integers, and let \( \alpha \) = average number of vehicles in time \( \Delta t = q \Delta t = y \). These definitions are useful when using a binomial model of vehicular arrivals as used in section 8.5.4.2.

8.5.4.1 Continuum Model for Pretimed Signal. A representation of a continuum model proposed by May is given in Figure 8.17. The vertical axis represents the cumulative arrivals \( q_t \) and the horizontal axis the time \( t \).

Case I represents the behavior when the capacity of the green interval exceeds the arrival during the green+red time. Case II is concerned with the instance when the discharge during the green phase is equal to the arrivals during the green+red period. In Figure 8.17 the vertical distance \( ca \) represents the number of vehicles that have accumulated since the signal entered the red phase. The horizontal distance \( ab \) represents the total time from arrival to departure for any given vehicle.

May developed the following measures of queue behavior:

---

**Figure 8.16** Diagram to illustrate the definitions of supposed arrival and departure times.

---
Figure 8.17 Representation of queuing at a signalized intersection.
1. **Time after start of green that queue is dissipated** \( (t_o) \);
2. **Proportion of cycle with queue** \( (P_q) \);
3. **Proportion of vehicles stopped** \( (P_s) \);
4. **Maximum number of vehicles in queue** \( (Q_m) \);
5. **Average number of vehicles in queue** \( (Q) \);
6. **Total vehicle-hours of delay per cycle** \( (D) \);
7. **Average individual vehicle delay** \( (d) \);
8. **Maximum individual vehicular delay** \( (d_m) \).

The formulas for these two cases are developed from simple geometric relationships:

1. For any given cycle it is evident that at time \( t_o \) after the start of green, the arrivals equal the discharge:
   \[ q(r+t_o) = st_o \]
   letting \( y = q/s \),
   \[ t_o = yr/(1-y) \] \hspace{1cm} (8.68)

2. **Proportion of cycle with queue is equal to queue time/cycle length**
   \[ P_q = (r+t_o)/c \] \hspace{1cm} (8.69)

3. **Proportion of vehicles stopped is equal to vehicles stopped/total vehicles per cycle**
   \[ P_s = q(r+t_o)/q(r+g) = t_o/(yc) \] \hspace{1cm} (8.70)

4. The maximum vehicles in queue will be seen by inspection to be the height of the triangle at \( r \) units after start of red:
   \[ Q_m = qr \] \hspace{1cm} (8.71)

5. The average number of vehicles in the queue, over the total length of cycle \( (c) \) is
   \[ Q = (qr/2) + (qr/2)t_o + 0(g-t_o) \]
   \[ r + t_o + g - t_o \]
   which yields
   \[ Q = [(r+t_o)/c] (qr/2) \] \hspace{1cm} (8.72)

6. The total vehicle-time of delay is given by the area of the triangle
   \[ D = (qr/2)(r+t_o) = (qr/2)[r/(1-y)] \]
   \[ = qr^2/[2(1-y)] \] \hspace{1cm} (8.73)

7. The average individual delay is given by dividing the total delay by the number of vehicles, or

\[
d = \left[ \frac{qr^2}{2(1-y)} \right] \frac{1}{qc} = \frac{r^2}{2c(1-y)} \] \hspace{1cm} (8.74)

8. The maximum individual vehicular delay will be seen from Figure 8.16 to be
   \[ d_m = r. \] \hspace{1cm} (8.75)

If the departures \( sc \) are less than the arrivals \( qc \), the queue grows with each successive cycle and the foregoing formulas are no longer applicable.

Consider the following example (after May) of the behavior of a queue at a signalized intersection. Assume that the green phase \( g \) is 40 sec, the red phase \( r \) is 20 sec, the discharge rate \( s \) is 1,200 vehicles/hr, and the input rate \( q \) is in one case 600 vehicles/hr and in another case 800 vehicles/hr. The results are given in Table 8.2.

**8.5.4.2 Probability Models for Pretimed Signals.** This section owes much to the paper by Allsop \(^9\) in which he critically reviews the various theoretical models of delay at fixed-time signals. The reader should refer to this paper and those of the individual authors cited for a more detailed analysis than that presented here.

Several models have been used to describe the arrival of vehicles at intersections. The simplest involves regular arrivals, as discussed in section 8.5.4.1. Winsten and co-workers \(^32\) were the first to use the binomial model in analyzing delays at pretimed signals.

An approach has binomial arrivals if for some fixed \( \Delta t \) and \( \alpha \), \( P(1 \text{ pcu arrives at time } n\Delta t) = \alpha \) and \( P(0 \text{ pcu arrives at time } n\Delta t) = 1 - \alpha \) for each \( n \), independent of any other instant, and no arrivals can occur at other times. The average arrival rate is \( \alpha/\Delta t \); if \( \lambda \),

| Table 8.2 Queueing Characteristics at Fixed-Time Signalized Intersection |
|-----------------------------|-----------------|-----------------|
| **Characteristic**         | **Value for Input Rate \( q \) of** |
| \( t_o \)                  | 600 vph          | 800 vph         |
| 20 sec                     | 40 sec           |
| \( P_q \)                  | 0.67             | 1.0             |
| \( P_s \)                  | 0.67             | 1.0             |
| \( Q_m \)                  | 3.3 veh          | 4.4 veh         |
| \( \bar{Q} \)              | 1.1 veh          | 2.2 veh         |
| \( D \)                    | 66.7 veh·sec    | 133.3 veh·sec   |
| \( d \)                    | 6.67 sec         | 10.0 sec        |
| \( d_m \)                  | 20 sec           | 20 sec          |
is the number of PCU in a period containing $N$ instants of $n\Delta t$, then $A_N$ has a binomial distribution. (See section 3.2.2.)

For this distribution the ratio of variance to mean ($I$), equal to $1-\alpha$, is less than 1; for urban roads, however, the value of $I$ is often observed to exceed 1, as reported by Miller.

The Poisson distribution (section 3.2.1) has been used by Adams, Webster, and Wardrop. The value of $I$ will equal 1 and the model is most appropriate when the capacity of an approach is tightly loaded in relation to the capacity of the approach.

Newell used a model in which the arrival headways were assumed to have a shifted exponential distribution (section 3.5.1). This assumption imposes a minimum headway of 1/s. Other models of arrivals cited by Allsop include those of Darroch, Kleinecke, McNeil, and Miller.

Models for the departure of PCU from a queue are simpler than the arrival models. Most models assume departures at equal time intervals 1/s providing a queue exists and the first departure is at the start of the effective green time. For the discrete time assumption, $\Delta t$ is taken as 1/s. The first PCU departs at the start of the effective green time $n\Delta t$, and one PCU departs at each succeeding $n\Delta t$ until the queue clears or the green time ends. Other departure models have been proposed, but variations in assumptions for departure models do not have the same impact on delay as the variations in arrival models.

Allsop demonstrates that for an approach with regular arrivals at intervals 1/q (arrivals would be plotted as a step function rather than as a straight line in Figure 8.17), the average delay/PCU (sec) is

$$d = \left[ \frac{1}{2c(1-y)} \right] \left( \frac{r}{2s} - 1 \right)^2 + \frac{y(2-y) + \theta(1-y)^2}{12q^2}$$

(8.76)

where $\theta$ is shown by Allsop to have the range $-\frac{1}{3} < \frac{\theta}{2} < \frac{2}{3}$ and $c$, $q$, $r$, $s$, and $y$ are as previously defined.

The first term of Eq. 8.76 is the same as that developed by Wardrop:

$$d = \left( \frac{r}{2s} - 1 \right)^2 / 2c(1-y)$$

(8.77)

If $q$ is allowed to increase indefinitely (the flow ratio $y = q/s$ remaining constant) in Eq. 8.76, the average delay per PCU will tend to $d = r^2 / \left[ 2c(1-y) \right]$, the result given in Eq. 8.74, based on an assumed continuum model.

Wisten et al. have demonstrated that for a traffic signal with binomial arrivals the average delay to a PCU passing through the approach is

$$d = \frac{R}{1-\alpha} \left[ \frac{E(Q_o)}{\alpha} + \frac{R+1}{2} \right] \Delta t$$

(8.78)

Although the Wisten group was not able to develop the probability distribution of the overflow (the number of vehicles failing to clear the intersection during a given cycle), Dunne and Potts have developed the probability-generating function for the total delay in a cycle when binomial arrivals are assumed and the green time is long enough for the queue to clear.

Newell was able to develop an estimate of the mean value of the overflow $E(Q_o)$, which, as $\alpha \rightarrow q/c$ (i.e., the ratio $x$ approaches 1), can be approximated by

$$E(Q_o) \approx \frac{Rg}{2c(q-\alpha c)}$$

(8.79)

One of the better-known formulas for delay is that developed by Webster using data resulting from computer simulation of intersection operations:

$$d = \frac{c(1-\lambda)^2}{2(1-\lambda x)} + \frac{x^2}{2q(1-x)} - 0.65 \left( \frac{c}{q^2} \right)^{1/6} x^{(2+5/x)}$$

(8.80)

Because $c(1-\lambda) = r$ and $x \approx y$, the first term is the same as that obtained by assuming continuum flow (Eq. 8.74). Allsop shows that the second term is obtained by assuming that a queue with constant service $1/\lambda s$ is interposed between the signal and the arriving traffic. The mean waiting time in the interposed queue is $x^2/2q(1-x)$.

The third term, developed by Webster from regression analysis of data generated by simulated signal behavior, is a correction term representing from 5 to 15 percent of the total mean delay. From this, Allsop suggests that the average delay may be taken as

$$d = \frac{9}{10} \left[ \frac{c(1-\lambda)^2}{2(1-\lambda x)} + \frac{x^2}{2q(1-x)} \right]$$

(8.81)

Miller made no assumptions about the distribution of arrivals, except that the queue on the approach was in statistical equilibrium and that the numbers of arrivals in successive
red and green times were independently distributed. With this assumption he found an approximation for the mean number of overflow vehicles

$$E(Q_o) = \frac{e^{-1.33(\lambda + \sigma^2 / 2)}(1-x)/x}{q(1-x)}$$  \hspace{1cm} (8.82)$$

which when applied to the model for delay with Poisson arrivals gives

$$d = \frac{1-\lambda}{2(1-y)} \left[ c(1-\lambda) + \frac{e^{-1.33(\lambda + \sigma^2 / 2)}(1-x)/x}{q(1-x)} \right]$$  \hspace{1cm} (8.83)$$

Miller also developed a delay formula in which he relaxed the assumption of Poisson arrivals and applied the same general model of arrivals used in developing Eq. 8.82. The resulting equation for delay, when $x > 1/2$ is

$$d = \frac{1-\lambda}{2(1-\lambda x)} \left[ c(1-\lambda) + \frac{(2x-1)I + \lambda x - 1}{q(1-x)} + \frac{s}{s} \right]$$  \hspace{1cm} (8.84)$$

When $x < 1/2$, the middle term in the brackets is replaced by zero. Miller found that his equation and Webster’s (Eq. 8.80) gave similar results with $I$ near to 1, and that Eq. 8.84 gave better results when $I$ was appreciably greater than 1.

Newell considered the continuum model developed in section 8.5.4.1 and the further delay caused by the overflow $Q_o$. His work leads to the expression for delay

$$d = \frac{c(1-\lambda)^2}{2(1-\lambda x)} + \frac{IH(\mu)x}{2q(1-x)} + \frac{I(1-\lambda)}{2s(1-\lambda x)^2}$$  \hspace{1cm} (8.85)$$

where $H(\mu)$ is a function of the spare capacity of the approach and

$$\mu = \frac{(sg - qc)}{(Isg)^{1/2}} = \frac{1-x}{(sg/I)^{1/2}}$$  \hspace{1cm} (8.86)$$

Webster expression (Eq. 8.81), introducing the variable $I$, such that

$$d = \frac{9}{10} \left[ \frac{c(1-\lambda)^2}{2(1-\lambda x)} + \frac{Ix^3}{2q(1-x)} \right]$$  \hspace{1cm} (8.86)$$

Because Webster’s full expression has been subject to the most extensive field testing, it has been taken as the standard for the numerical comparisons made by Hutchinson.

Curves of Webster’s average delay (Eq. 8.80) versus degree of saturation $x$ and proportion of cycle effectively green are shown in Figures 8.19 and 8.20, respectively.

The influence of the parameter $I$ (variance/mean) for the several expressions for delay is presented in Figure 8.21.

Hutchinson also calculated the percentage differences between various estimates of average delay and the delay given by Webster’s full expression as a function of the flow ratio $y$. Figure 8.22 shows the results obtained when $s = 0.5$, $c = 90$, and $\lambda = 0.5$. Similar results are presented by Hutchinson for different combinations of $s$, $c$, and $\lambda$. The heavy pair of curves that nearly envelope the other curves are the limiting values of the percentage differences that result as $y \to 0$ ($x \to 0$) and as $y \to \lambda$ ($x \to 1$).

The percentage differences related to the proportion of cycle effectively green $\lambda$, as calculated by Hutchinson, are shown in Figure 8.23. As a result of his analysis, the author concluded that the results are sufficiently similar that convenience and simplicity of calculation may dictate the choice of model. For example, if one were required to differentiate...
the expressions in determining optimal signal setting parameters, Eqs. 8.81, 8.83, 8.84, or 8.86 would be easiest to handle.

In this section only fixed-time signals have been considered. Recent analyses of traffic behavior at traffic-actuated signals have been reported by Little,47 Newell,48 and Newell and Osuna.49 Readers may refer to these papers for a discussion of queueing behavior.

The foregoing discussion has considered only the case of isolated intersections, where vehicle arrivals are not influenced by adjacent traffic control devices. When groups of intersections are considered, either in succession along an arterial or as a cluster in a downtown street network, the assumptions made for isolated intersections no longer hold. A review of much of the literature related to signal operation of systems on urban arterials will be found in the work by Wagner, Gerlough, and Barnes.50 The same authors also report 57 on a review of literature related to signal networks. The reader is referred to these for an introduction to the appropriate literature.

8.6 QUEUEING MODELS FOR ROADWAYS

Queueing theory methods have been applied to flow analysis on roadways. For instance, it is possible to calculate the behavior of a queue of cars at a bottleneck, where the
Figure 8.21 Examples of the effect of $I$ on the estimates of average delay by various expressions. For the upper set of curves $s = 1.0$, $c = 90$, $\lambda = 0.5$, and $y = 0.45$ (so $x = 0.9$); for the lower set, $s = 1.0$, $c = 90$, $\lambda = 0.6$, and $y = 0.45$ (so $x = 0.75$).
Figure 8.22 Percentage difference between various estimates of average delay and that given by Webster's full expression as a function of flow ratio for an approach with $s = 0.5$, $c = 90$, and $\lambda = 0.5$ (so $g = 45$).
Figure 8.23  Percentage difference between various estimates of average delay and that given by Webster's full expression as a function of the cycle effectively green for an approach with $s = 0.5$, $c = 30$, and $y = 0.4$ (so $\eta = 0.2$). (See Figure 8.22 for key.)
bottleneck may be considered the server, and vehicles waiting to be served (i.e., to pass the bottleneck) is the observed behavior. This topic is discussed in section 8.6.1. Another application of queueing techniques is describing uninterrupted vehicular flow. In models of this type vehicles are assumed to be operating on a roadway at some desired speed until they overtake a slower vehicle, join a queue behind it, and await an opportunity to pass. Models of this type are discussed in section 8.6.2.

### 8.6.1 Queue Behavior at Bottlenecks

May \( m^{31} \) applied the technique of continuous flow to the problem of the temporary bottleneck (i.e., a roadway blocked by a rail crossing or a single lane blocked by an accident). The problem may be represented by the behavior of a queue during one cycle of a traffic signal (Figure 8.17), where the duration of the delay or blockage is equivalent to the length of the red interval \( r \) and the time for the queue to dissipate after removal of the blockage is the same as the time \( t_s \) in Figure 8.17.

The following notation, similar to that used in section 8.5.4, is used for May's roadway model. Let

\[
\begin{align*}
q &= \text{average arrival rate of traffic (vehicle/min) upstream of the bottleneck;} \\
s &= \text{saturation flow rate or capacity (vehicles/min) of uninterrupted flow;} \\
s_r &= \text{flow rate (vehicles/min) at bottlenecks during blockade (} s_r < q < s \text{);} \\
r &= \text{duration of blockade (min);} \\
t_s &= \text{time (min) for queue to dissipate after blockade is removed;} \\
t_q &= \text{total elapsed time (minutes from start of blockade until free flow resumes)} \\
&= r + t_s. 
\end{align*}
\]

The value of \( s_r \) may be zero when the roadway is completely blocked, as for an at-grade railroad crossing, or some value \( (s_r < q) \) when the roadway is partially blocked by a disabled vehicle. May developed the following set of relationships:

\[
\text{Duration of queue, } t_q = r \left( \frac{s - s_r}{s - q} \right)
\]

Number of vehicles affected, \( N = q t_q \)

Maximum number of vehicles in queue, \( Q_m = r(q - s_r) \)

Average number of vehicles in queue, \( \bar{Q} = \frac{Q_m}{2} \)

Total vehicle-minutes of delay, \( D = \frac{r(q - s_r)}{2} t_q \)

Average minutes vehicle is delayed, \( d = \frac{r}{2} (1 - s_r/q) \)

Maximum minutes of individual delay, \( d_m = r(1 - s_r/q) \).

May and Keller \( ^{50} \) have applied a similar technique to analyze the behavior of queueing vehicles during rush-hour traffic. For this problem, it is assumed that although the capacity flow of the roadway \( s \) remains constant, the demand \( q \) varies from some value less than \( s \), to equals \( s \), and then to a maximum rate \( q_s > s \). The authors consider two cases for the shape of the demand curve: (a) trapezoidal (i.e., demand increases at constant rate to maximum \( q_s \), remains at \( q_s \) for some fixed time, and then decreases at a constant rate to constant post-peak demand) and (b) triangular (i.e., demand increases at constant rate to \( q_s \) and then immediately decreases at constant rate to constant post-peak demand).

By an analysis similar to that used for bottlenecks, it is possible to calculate values of delay, queue length, and duration of queue.

McNeil \( ^{51} \) has considered the bottleneck problem by treating the bottleneck as the \( M/G/1 \) queueing situation (i.e., random arrivals, general service function, and one queue). The service time for the first vehicle in the queue \( b_1 \) is the delay time \( s \), plus the time \( a_i \) for its effective length (front bumper to front bumper of following vehicle) to clear the block point. The time \( s \) could vary from a few seconds in the event of a short delay to several minutes in the event of a vehicle breakdown.

Each subsequent vehicle in the queue is assumed to have a service time \( b_i \) that is made up of the departure period \( s_i \) plus the time \( a_i \) for each vehicle to clear its own effective length. The departure period \( s_i \) (\( i = 1, 2, 3, \ldots \)) is a sequence of independent, identically distributed variables with a mean value that corresponds to the headway at the maximum flow rate. The value of \( a_i \) is constant for all vehicles, including the first, and is the effective length over the mean velocity \( V \). The first and subsequent vehicles are each assumed to instantly resume the speed \( V \) after passing the point of blockage.

McNeil notes that if the vehicles are assumed to have zero length \( (a_i \) will be zero), then the number of vehicles delayed by the initial blockage of duration \( s \) is the number of customers served in the server's busy period.
for the queue M/G/1. These delays must be modified to allow for the effective length of the vehicle. Some of the results of McNeil's model are presented in the following. Let

\[ E(b) = E(a) + E(s) = \text{mean service time for all vehicles after the first}; \]

\[ E(b_1) = E(a_1) + E(s_1) = \text{mean service time for the first delayed vehicle}; \]

\[ q = \text{normal arrival rate at the bottleneck (vehicles/min)}; \]

\[ \rho = qE(b); \]

\[ \rho_1 = qE(b_1); \text{and} \]

\[ \rho_\Delta = qE(a). \]

Then

\[ E(N) = 1 + \frac{\rho_1}{1 - \rho} = \text{total number of vehicles affected}; \]

\[ E(W) = E(s) + \frac{1}{2} qE(s,b_1) + \frac{1}{2} \rho_1[(2 + \rho_1 + \rho_1 C_b^2)E(s) + q \text{cov}(s,b)][(1 - \rho)^{-1} \]

\[ + \frac{1}{2}\rho_\Delta E(s)(1 + \rho C_b^2)(1 - \rho)^{-2} = \text{total vehicle delay time (vehicle-min)}; \]

where

\[ C_s^2 = \text{var}(b_1)/E^2(b_1); \]

\[ C_b^2 = \text{var}(b)/E^2(b); \]

\[ \text{cov}(s,b) = \text{the covariance between the headway } s \text{ and the service time } b; \text{ and} \]

\[ E(t_q) = E(s) + E(s)(n - 1) = \text{duration of queue (min)}. \]

McNeil also develops the variance of the measures listed in the foregoing and provides a numerical example for the solution of the expected total vehicle delay time.

8.6.2 Delays on Roadways

The delay experienced by vehicles while traveling on two-lane roads in accordance with postulated rules has been of particular interest to the traffic flow theorist. If not interrupted, each vehicle will travel at its own desired speed. When a slower vehicle or group of vehicles is overtaken, passing without delay will occur if there is an acceptable gap in the opposing stream of vehicles. If an acceptable gap for passing is not available in the opposing stream, the faster vehicle will be required to assume the speed of the slower vehicle or queue of vehicles and to await an opportunity to pass.

Several authors have applied principles of queuing to the problems of passing on two-lane roads. For example, Tanner's model makes use of the Borel–Tanner distribution (section 8.4) in determining the size of queues. If a vehicle with velocity \( u \) is to pass a vehicle with velocity \( u_1 \), the passing maneuver requires a time of

\[ t = \frac{A_1}{u - u_1} \]  

and a distance of

\[ x = \frac{A_1 u}{u - u_1} \]  

in which \( A_1 \) is a parameter describing the distance required for the passing vehicle relative to the vehicle being passed.

Tanner's model deals with vehicles traveling in both directions along a two-lane road and can be extended to one-way flow on a two-lane facility. In Figure 8.24, the flow in one direction is \( q_1 \) vehicles/unit time. All vehicles travel at the same constant speed \( u_1 \), except the vehicle under study that travels at some greater desired speed \( u \), or at speed \( u_2 \) if it is unable to pass. The minimum spacing of vehicles in this stream is \( S_1 \). In the opposite direction the flow is \( q_2 \), with all vehicles traveling at the same constant speed \( u_2 \) and with no spacing less than \( S_2 \). The Borel–Tanner distribution is assumed for the number of vehicles \( n \) in the "bunches." The distribution of gaps is a modification of random arrivals, which requires that no spacing be less than the minimum.

The delays experienced by the single-vehicle traveling at speed \( u \) in the \( q_1 \) flow direction is the problem for which Tanner offered a model. To solve this problem, the vehicle is assumed to act in accordance with the following rules:

1. A group of \( n \) vehicles in the \( q_1 \) stream traveling at their minimum separation \( S_1 \) is overtaken in a single maneuver. The overtaking vehicle can only reenter the \( q_1 \) lane between two groups and cannot break into any one group or approach the rear vehicle of any group by a distance less than \( S_1 \).

2. When the overtaking vehicle reaches the tail of any group of \( n \) vehicles and there is
a distance of at least \( d_n = d + nS_1(u + u_2)/(u - u_1) \) in the \( q_2 \) stream, the vehicle passes without decelerating. [\( d \) is defined as the least acceptable clear distance between the \( u \) vehicle and the passed traffic as the \( u \) vehicle clears the bunch in passing. It can be expressed by \( d = A_1u/(u - u_1) \), with \( A_1 \) being some distance between 50 and 100 ft.]

3. If the required distance \( d_n \) is not available, the vehicle decelerates instantaneously to \( u_1 \), follows as closely as possible behind the vehicle ahead, waits for a clear distance of at least \( D_n = d_n + t(u_1 + u_2) \) in the \( q_2 \) stream, waits a further time \( t \) accelerates instantly to \( u \), and passes. The additional time \( t \) required for the overtaking vehicle to remain in the \( q_1 \) stream because of having slowed down is used to compensate for the assumed instantaneous acceleration and could be expressed as \( t = A_2(u - u_1)/a \), where \( a \) is the constant acceleration of the overtaking vehicle and \( A_2 \) is approximately one.

Tanner’s major objective was to determine the average speed \( E(u) \) of a single vehicle desiring to travel at a velocity \( u \) over an infinitely long trip. He was able to express the average speed \( E(u) \) in terms of the average waiting time behind all vehicles, \( E(t_w) \), which included zero waits. The expression

\[
E(u) = \frac{uu_1^2 + q_1(u - u_1)(u_1 - s_1u_1)u_1E(t_w)}{uu_1^2 + q_1(u - u_1)(u_1 - s_1u_1)E(t_w)}
\]

(8.89)

was developed, thus the problem became one of solving for \( E(t_w) \). Algebra involved in the computation of \( E(t_w) \) is formidable:

\[
E(t_w) = \left[ \frac{1}{(u_1 + u_2)(1-R)} \right] \left( \frac{Ke^{-\rho d}}{c+G-GK} \right) \times \left( 1 - \frac{\exp[G(u_1 + u_2)t]}{c+G} \right) \exp[Gt(u_1 + u_2) + Gd] \times \left[ \frac{N}{G} \left( \frac{c}{G+c} \right) \right] \frac{1-R}{c(1-n)}
\]

(8.90)

in which \( g = q_1/u_1 \), \( G = q_2/u_2 \), \( r = S_1g \), \( R = S_2G \), \( c = q_1(u - u_1)/u_1(u + u_2) \), \( K = \exp[R/(K - 1 - c/G)] \), and \( N \) is the smaller real root of \( N = \exp[n(N-1+G/c)] \) (which exists only when \( r \exp(1-n+nG/c) \leq 1 \)).

Limited solutions for \( K \) and \( N \) have been included in Figures 8.25 and 8.26, respectively.

Substitution of the values of \( E(t_w) \) in Eq. 8.89 gives an expression for the average speed \( E(u) \) in terms of the desired speed \( u \), the velocity of the \( q_1 \) stream \( u_1 \), and the flow rate \( q_1 \) of the stream. Limited solutions of this equation were made by Tanner using specific values of the various parameters. Figure 8.27 shows the effect of traffic flow when \( q_1 = q_2 \) of more than 800 vehicles/hr a vehicle will have to assume very nearly the velocity of the \( q_1 \) stream, regardless of its own desired velocity.

The effect of varying proportions of \( q_1 \) and \( q_2 \) on the average speed \( E(u) \) is shown in Figure 8.28, which shows that in this model the average speed \( E(u) \) is least when one-half to three-fourths of the total traffic is traveling in the opposite direction of flow \( q_2 \) (one-half
being applicable at low volumes and the value of three-quarters as one approaches higher volumes).

It is worthwhile to point out that the delay implied by \( E(u) \) is the only delay involved; all other vehicles are, by the assumptions, not delayed. The \( u \) vehicle would ultimately pass all \( q_1 \) vehicles, and no passing would occur among \( q_1 \) or \( q_2 \) vehicles.

Morse and Yaffe have developed a queueing model for the two-way two-lane situation at low volumes. The model assumes a sequence of free or lead cars driving at various speeds, some of which are followed by a queue of trapped cars that are traveling at the same speed as the lead car. No assumption is made of the desired speed of the trapped vehicle, but some are able to escape the queue by passing and becoming lead cars. The authors develop a formula for the length of queue trapped behind a lead vehicle with given velocity \( v \), the mean velocity of the stream, and the mean time for a faster vehicle to pass a slower vehicle. Tables that aid in the solution of the resulting equations are included.

Queueing models on multilane roadways differ from the two-lane situation by virtue of

![Figure 8.26](image1)

**Figure 8.26** Relationship between \( N \) and the parameters \( r \) and \( G/C \).\(^1\)

![Figure 8.27](image2)

**Figure 8.27** Effect of traffic when equally divided between directions for various values of \( u \) (two-way traffic).\(^2\)

![Figure 8.28](image3)

**Figure 8.28** Effect of varying proportion of opposing traffic for various levels of total traffic.\(^3\)
the fact that a vehicle is free to use any of the
two or more lanes available in his direction of
travel and is restricted from passing only during
the period when another vehicle is in the
adjacent passing lane. Miller\textsuperscript{53} proposes an
empirical model, which is an extension of the
"product density" method of analysis. Miller
develops and criticizes the product density ap-
proach and then develops a technique that for
want of a better term, he calls the "termination
rate method," where this latter method is an-
alogous to the statistical model of mortality rates
for humans. Miller provides some verification
of his model with data collected on a multilane
freeway.

Schach\textsuperscript{54} gives an example of the Markov
process as it might be applied to a model of
multilane flow. Some quantities that he is able
to calculate are the average use of each lane,
the average speed of cars in the system, and the
expected number of lane changes per unit time.
Input parameters are $N$, the density of vehicles
on a roadway, intensities of weaving from lane 1
to lane 2 or lane 2 to lane 1 ($\lambda$, $\mu$), and a
parameter $r$ that the author sets equal to 2.

Holland\textsuperscript{55} considers the behavior of three
lanes of traffic, all moving in the same direction.
He allows the special behavior of each lane—
traffic in the right lane is free to exit or move to
the middle lane; traffic in the middle lane may
move to either of the two adjacent lanes; traffic
in the left lane may enter the middle lane only.
The solution technique is iterative (a flow chart
of the computational process is included), and
his results are plotted against previously pub-
lished data.

Drew\textsuperscript{56} and Worrall, Bullen, and Gur\textsuperscript{59}
have used the Markov process to describe the
lane-changing process on a multilane freeway.
The interested reader will find information on
application of this process to traffic analysis in
these two references.
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8.8 RELATED LITERATURE


8.9 PROBLEMS

1. A parking authority has found that for every day an automatic ticket dispenser is out of service $50 is spent to assign operators to that station. Ticket dispensers fail at an average rate (λ) of three/day. The authority has the option of using repair system A that costs $40/day and is capable of repairing equipment at a rate (μ) of four/day. A more expensive system, B, capable of repairs at a rate (μ) of six/day, will cost $60/day. The breakdowns occur at random (Poisson), and the length of time to repair a dispenser is exponentially distributed. Which of the two systems, A or B, will minimize the total daily cost of repairs plus breakdowns? (Answer: A=$190, B=$110).

2. Vehicles arrive at a toll plaza at random at a rate of 10/min. Calculate the queue characteristics for each of the following arrangements: (a) a single toll booth where the service is random at an average rate of 20 vehicles/min; (b) two toll booths where at each the service is random at an average rate of 10 vehicles/min.

3. Pedestrians require a minimum headway τ of 6.0 sec to cross a roadway. Using the equations of section 8.5.2, find the mean delay per pedestrian and the mean delay per delayed pedestrian for flow rates varying from 100 to 1,200 vehicles/hr (by 100-vehicle/hr increments). Plot the results.

4. The cycle length c at an intersection is 90 sec. Effective green time g is 60 sec. Vehicles arrive at a rate of 720 vehicles/hr and the saturation flow s is 1/3 vehicle/sec. (All values are passenger car units.) The ratio of variance:mean, I, is 1.10. Find the mean delay by each of the methods discussed in section 8.5.4.

5. The peak-hour demand volume on a freeway is 4,500 vehicles/hr and the capacity for uninterrupted flow is 5,700 vehicles/hr. In the event of a vehicle breakdown on the freeway, the capacity is reduced to 4,200 vehicles/hr. It requires 15 min to clear the breakdown. Use the technique discussed by May (section 8.6.1) to determine the queue and delay characteristics. What happens if the breakdown can be reduced to 10 min?
Chapter 9

SIMULATION OF TRAFFIC FLOW

9.1 INTRODUCTION

As any discussion of theory proceeds, one usually has a growing desire to conduct experimentation. In some cases there is a desire to test a particular model; in others, a desire to evaluate a parameter or constant. In still other situations there is a desire to investigate situations that have not yet yielded to theoretical treatment. At times there is a need for experimentation simply to gain enough knowledge of a system to begin modeling. The conduct of traffic experiments on operating facilities has many difficulties. The experimenter must find a suitable site, prepare suitable instrumentation, and then wait for the appropriate traffic condition to occur. If the condition lasts only a short time, tests may have to be conducted on several days or weeks; as a result, it may not be possible to repeat a problem in the field. Some traffic situations may not occur at all on an operating facility. Some experimental runs may imply conditions that would be hazardous. Some experiments might require the construction of expensive facilities. Test tracks, such as that maintained by the (British) Transport and Road Research Laboratory in Crowthorne, England, enable execution of a certain range of tests neither requiring elaborate construction nor entailing hazard. But even experiments on a test track can be quite expensive, requiring the provision of vehicles, drivers, etc.

Since the development of the high-speed automatic computer, there has been a growing tendency to use digital computer simulation as a method of conducting a variety of experiments, especially those concerning systems having important stochastic features.

9.2 NATURE OF SIMULATION

Over the past 20 years various definitions and interpretations have been given to the term "simulation." Generally, present-day usage refers to an experiment performed on an artificial model of a real system. The preponderance of current simulations makes use of a digital computer to implement a model. Such is the case with traffic flow simulations. Although some early investigators examined the possible use of analog computers for traffic flow simulation, and a few recent investigators have proposed applications of hybrid computers for traffic flow simulation (see, for instance, Green et al.), the important traffic flow simulations remain those performed using a digital computer.

The reasons for simulation include (but need not be limited to):

1. The need to test the behavior of a new system or operating procedure prior to its actual construction:
   (a) The construction of the new system may be very expensive and/or time consuming.
   (b) Experimentation with the real system may entail considerable risk (such as traffic accidents).

2. The need to test alternate systems under identical conditions. (For instance, it is never possible to exactly reproduce a specific traffic condition in the field; in simulation it is quite routine to submit the same traffic conditions to several alternative systems.)

Any simulation may be divided into the following steps:

1. Formulation of a model.
2. Reduction of the model to a language acceptable by the computer.
3. Program checkout and internal verification of the model.
4. Experiment planning and design:
   (a) Design of an experiment that will yield the desired information.
   (b) Determination of how each of the test runs will be executed.
5. Performance of experiment(s):
   (a) Model validation.
   (b) Simulation of new conditions.
6. Interpretation of results.

Each of these steps is discussed in the following paragraphs.
9.3 HISTORICAL NOTE ON TRAFFIC FLOW SIMULATION

Although suggestions for the simulation of traffic flow took place as early as 1949, it was not until several years later that there were published papers discussing possible techniques, and it was about 1954 before traffic simulations were actually run on computers in the United States. Many studies were concerned with how to conduct traffic simulation. By about 1960 it became generally accepted that traffic simulation was possible and feasible, and efforts were directed to the development, validation, and use of large-scale simulation programs. The work described by Wagner et al. is typical of these efforts.

9.4 GENERATION OF RANDOM INPUTS

One of the most important features of simulating traffic is the ability to generate random events. Such generation takes place in two steps: First, a random number following a uniform (rectangular) distribution is generated. Second, this random number is treated as a probability to substitute into an appropriate distribution function in order to solve for the associated event.

9.4.1 Generation of Random Numbers

Many programming systems have "built-in" random number generators. When using a system having such a generator, the investigator can simply call for random numbers, using the appropriate command for that system. Even though most present-day simulation programmers have a random number generator available to them, it is interesting and worthwhile to be familiar with the fundamentals of random number generation.

Most correctly, the term "pseudorandom numbers" should be used rather than random numbers; the procedures used to generate numbers are highly nonrandom, but the numbers generated, when subjected to statistical tests, do not exhibit any nonrandomness. There are many algorithms that can be used to generate pseudorandom numbers, but the one that remains the most common by virtue of its reliability and ease of implementation is the simple multiplicative procedure. This method may be described as follows:

\[ R_m = \rho R_{m-1} \mod b^n \]  

where

- \( R_m \) = the \( m \)th random number;
- \( \rho \) = the multiplier;
- \( n \) = number of digits in a normal word on the particular computer used;
- \( b \) = number base of computer;
- \( \mod b^n \) = instruction to use only the low-order or less significant half of the full \((2n\)-digit\) product (the remainder after dividing the product by \( b^n \) the maximum integral number of times); and
- \( R_0 \) = any odd number selected as a starting number.

This multiplicative procedure is a special case of a general "congruential" algorithm, which may be stated:

\[ R_m = [\rho R_{m-1} + c] \mod b^n \]

Thus, the multiplicative procedure is a congruential method with \( c = 0 \).

The results of such generation algorithms may be used as a series of fractions following a uniform (rectangular) distribution. As an example of the multiplicative procedure, let \( R_0 = 3 \), \( \rho = 97 \), and \( b^n = 100 \) (i.e., \( b = 10 \), \( n = 2 \)).

Then

\[
\begin{align*}
03 \times 97 &= 291 & R_1 &= 91 \\
91 \times 97 &= 8827 & R_2 &= 27, \text{ etc.}
\end{align*}
\]

The results of this sample generation process are given in Table 9.1, in which it may be seen that the "random series" consists of 20 values, after which the series is repeated. This illustrates one of the problems in the use of such pseudorandom generation procedures (i.e., a repeating period). However, if the word size of the computer is sufficiently large and the values of \( R_0 \) and \( \rho \) are properly selected,

* Suggestions by M. Asimow in private discussion with D. L. Gerlough.
† It appears that there may have been some computer runs of traffic simulation in Great Britain as early as 1953 (D. W. Davies of British National Physical Laboratory in conversation with D. L. Gerlough). Webster made use of such work in preparing his classic work on traffic signal settings.

* It will be noted that all numbers are odd. This is a result of selecting an odd number as the starting value and a multiplier that is a power of a prime number.
the period is usually sufficiently long for most simulation purposes. It should be noted that by saving the last random number, it is possible to restart the series without returning to the beginning with each start. Alternatively, if it is desired for some particular experiment to provide, say, the same series of traffic arrivals to each part of the experiment, using the same starting value for the random generation will provide this feature.†

The value of \( \rho \) may be selected by taking a base that is prime relative to the number base of the computer and raising it to the highest power that can be held by one word of the computer. If it is necessary to design a generator for the longest possible period, the procedures discussed by Hull and Dobell\(^{32} \) may be used.

9.4.2 Production of Desired Random Variate

Production of the desired random variate drawn from a specified distribution function may be explained by use of Figure 9.1, which shows the cumulative probability distribution of a variable \( X \). Although this distribution curve would usually be thought of as representing the probability as a function with the value of \( X \) as the argument, in the present application the roles of the variables are reversed. The random number (fraction) generated as described in section 9.4.1 is interpreted as a probability and is used as an argument to enter the distribution, giving the value of \( X \) as the function. [For this procedure it is necessary to use the (cumulative) probability distribution rather than the probability density function.]

When an analytic expression for the cumulative distribution is known, the conversion can be accomplished by a simple equation-solving procedure. For instance, in obtaining variates distributed according to the negative exponential distribution, the solution proceeds as follows:

\[
P(h < t) = 1 - e^{-t/\Theta}
\]

which simplifies to

\[
P = 1 - e^{-t/\Theta}
\]

\[
t = -\Theta \ln(1 - P)
\]  \hspace{1cm} (9.2)

† If random numbers are used for several functions (beside random arrival), separate generation routines should be provided if the same traffic is to be submitted to several experimental conditions.

A random number may be substituted for \( P \) or \( (1 - P) \) and the resulting value of \( t \) used as the desired headway.
For the shifted negative exponential the relationship is:

\[ t = (T - \tau) \left[ -\ln(1 - P) \right] + \tau \quad (9.3) \]

If, however, a counting distribution such as the Poisson distribution is required, a step-by-step solution must be used. This procedure for the Poisson distribution is illustrated by Figure 9.2 and described as follows: First, a random fraction, \( R \), is generated as previously described. The cumulative Poisson distribution is then formed, term by term, using Eq. 3.6. At each step the cumulation is compared with \( R \). When the first value \( P(x) \) satisfying the relationship \( P(x) \geq R \) is found, the corresponding value of \( x \) is taken as the random variate (number of arrivals). A flow diagram for accomplishing this process on a computer is given by Gerlough.\(^{10}\)

An alternate approach is to generate and store in advance a table with probability as an argument and time as a function. This may be done by assuming various values of \( t \) and computing \( P \). When in operation, random fractions are used to search the \( P \) values of the table. When a match is found, the corresponding \( t \)-value is used as the arrival headway.

For the production of random variates from a normal distribution the following special procedure may be used:

1. Draw 12 random fractions from a uniform distribution.

2. Take the sum of these fractions, giving the first normal variate.

3. Repeat using 12 different random fractions, giving the second normal variate.

The results will be variates from a distribution having a mean of 6 and a variance of 1. (This result may be explained by the central limit theorem.)

9.5 MODEL FORMULATION

The formulation of a simulation model starts with the definition or selection of the following items:

1. The traffic situation to be simulated.
2. The "figure of merit" or "measure of effectiveness" to be used.
3. The degree of complexity to be included.
4. The traffic generation (arrival) model to be used.
5. Model for processing traffic through the simulated situation.
6. Computer language to be used (see section 9.6).
7. Computer to be used (which is usually the one most readily available).

At first it may seem inappropriate to include items 6 and 7 under model generation. However, in many cases these items influence the selection of other items, especially items 3 and 5.

Rather than attempt to describe model formulation in general terms, the procedures are illustrated by selected examples.

9.5.1 Simulation Example: Intersection Load Factor *

(Note: Intersection load factor has been defined as "a ratio of the total number of green signal intervals that are fully utilized by traffic during the peak hour to the total number of green intervals for that approach during the same period.")

Once it has been decided that a study of load factor as it relates to capacity should be conducted by simulation, the following steps of model formulation are implemented:

1. Situation to be simulated: Intersection approach with fixed-time signal, variable sto-

---

* In constructing this example the work of May et al.\(^{10,14}\) has been heavily drawn upon.
chastic arrival rate, deterministic variable departure rate.

2. Figures of merit: Individual vehicle delay (maximum and average delay over all vehicles), degree of saturation, load factor, maximum queue length.

3. A relatively simple model is desired.

4. Traffic arrivals will follow the composite exponential model of Eq. 3.10. Figure 9.3 is a flow chart for this generation. Arrival times relative to some reference will be computed by adding the new headway to the previous total. Parameters will be calculated in accordance with the method of Grecco and Sword.15

5. The following logic will be used in processing vehicles from their point of arrival through the intersection:

(a) Discharge from the head of the queue will be based on Greenshields’16 data, as follows:

<table>
<thead>
<tr>
<th>Position in Queue at Start of Green (M)</th>
<th>Time from Start of Green until Arrival at Entrance to Intersection (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.8</td>
</tr>
<tr>
<td>2</td>
<td>6.9</td>
</tr>
<tr>
<td>3</td>
<td>9.6</td>
</tr>
<tr>
<td>4</td>
<td>12.0</td>
</tr>
<tr>
<td>5</td>
<td>14.2</td>
</tr>
<tr>
<td>≥6</td>
<td>14.2+2.1(M-5)</td>
</tr>
</tbody>
</table>

(b) If the signal is green and if there is no queue, at the arrival time of the next vehicle it is processed through the intersection without delay.

(c) If the signal is green and if there is a queue, vehicles at the head of the queue are processed through the intersection in accordance with Greenshields’ table. Each arrival joins the queue until it is its turn to be processed.

(d) If the signal is red, arriving vehicles form a queue until the signal turns green.

(e) On arrival each vehicle’s time is recorded until it departs, at which time the difference between departure and arrival times gives the delay.

(f) The clock is advanced in uniform intervals of 0.1 sec.

(g) As each vehicle leaves the intersection its delay is entered into the running average. In addition, its delay is compared with the previous maximum delay and the larger value is retained.

(h) As the end of each signal indication arrives, the current state of the signal is changed within the program.

(i) Before the signal is turned red, a check is made to determine if the full green period was utilized.
(j) At the end of an experimental run the various figures of merit are computed and printed out.

6. The program will be written in BASIC.
7. The simulation will be run on a computer having an on-line time-sharing system using a remote terminal.

The flow chart for this program is shown in Figure 9.4. The program listing is given in Appendix D-2. This program is relatively simple in a number of ways; principally, (a) no opposing or cross traffic is considered, (b) time is advanced in uniform intervals (periodic scan), and (c) only one type of random event (arrival time) is generated. The program does, however, illustrate the steps involved in constructing a simulation.

9.5.2 Simulation Example: Simple Four-Way Intersection

It is now possible to progress to the simulation of a more complex situation; namely, the four-way intersection shown in Figure 9.5, as described by Worrall. Several types of event are generated randomly. The intersection consists of two one-way streets, each with a single lane. The east–west street has priority over the north–south street. Low flows are assumed, and the arrival headways are assumed to follow the negative exponential distribution of Eq. 3.8. The value $T$ in the equation is taken as $3600/V$, where $V$ is the arriving volume in vehicles/hr. Each approach is assigned (as input data) probabilities that vehicles will turn or continue straight ahead. A gap acceptance distribution is provided, in tabular form, and the same distribution is used for all gaps. (See Table 9.2.)

Figure 9.5 illustrates the decisions by north–south (N–S) vehicles in accepting or rejecting gaps between east–west (E–W) vehicles. The simulation model may be described with the aid of the flow diagram of Figure 9.6.

The input data consist of volume levels on the two approaches and a gap acceptance table. The input operation is indicated by the first box at the top of Figure 9.6. This includes the initial settings of all counters, etc. The simulation loop starts with the second box, “Generate Next N–S Arrival Gap.” This arrival gap is generated by first generating a random fraction and then substituting this fraction in Eq. 9.3. The actual arrival time of the new arrival is obtained by adding the generated time headway to the arrival time of the previous N–S vehicle.

At this point it is appropriate to test whether the undelayed arrival time of the new
N–S vehicle exceeds the maximum duration of the experiment. If the limit has been reached, the program jumps to the calculation and printing of output results; if not, the program continues.

Next the effective arrival time of the new N–S vehicle is computed. This is the time that the vehicle will arrive at the stopline. This calculation starts by determining whether the previous N–S vehicle has crossed the intersection: if it has not, the new vehicle joins the queue; if it has, the new effective arrival time is equal to the new actual arrival time.

Queues may be handled in several ways.

---

Figure 9.5 Simulated intersection shows schematically the various conditions: Stage 1, vehicles N.1 and E.1 approach intersection; Stage 2, vehicle N.1 reaches intersection and examines E-W stream for acceptable gap, but the available gap between E.1 and E.2 is not acceptable, so vehicle N.1 is delayed; Stage 3, vehicle N.1 continues to examine E-W stream for acceptable gap and vehicle N.2 arrives at intersection and forms a queue; Stage 4, gap between vehicles E.2 and E.3 is acceptable to vehicle N.1, so vehicle N.1 moves off across intersection, and vehicle N.2 commences looking for an acceptable gap. However, the lag between N.1 moving off and E.3 arriving is not acceptable to N.2, so vehicle N.2 is delayed further.
Figure 9.6 Flow chart for intersection simulation.
One effective way is to establish within the computer an array three columns wide and of sufficient length to accommodate the longest queue expected. In addition, a queue counter indicates the number of vehicles currently in the queue. As each new vehicle joins the queue, the queue counter is first increased, then the row of the array corresponding to the count is selected. Into the three columns of this row are placed the actual arrival time, the effective arrival time (if it can currently be computed), and the departure time (if it can currently be computed). As the first vehicle in the queue moves out of the queue and across the intersection, the first row in the array is removed, each of the remaining entries is moved up one row, the place vacated by the last vehicle is set to zero, and the queue counter is decreased. At the same time any further computations of departure and actual arrival times are performed.

The gap in the E–W stream acceptable to the first-in-queue N–S vehicle is determined. A random fraction is generated; this fraction is then compared with the percentage values in Table 9.2 (expressed as fractions). The gap corresponding to the random fraction is then designated as the minimum gap that will be accepted by the N–S vehicle.

Now begins an extensive series of tests concerning gaps in the E–W stream. First, test whether the effective arrival time of the (first-in-queue) N–S vehicle is later (greater) than the arrival time of the last E–W vehicle generated. If it is, it is necessary to generate a new E–W vehicle arrival gap and arrival time. The method used is similar to that used for N–S vehicles. If the new E–W arrival time exceeds the time limit for the experiment, the run is terminated (after calculating and printing the output results); otherwise, the E–W traffic count is increased, and the available gap in the E–W traffic is examined for acceptance by the first-in-queue N–S car. The available gap is the arrival time of the last E–W car minus the effective arrival time of the N–S car. After this gap is computed it is compared with the previously computed minimum acceptable gap.

If the gap is not acceptable, the effective arrival time of the first-in-queue N–S vehicle is reset to the arrival time of the last E–W vehicle, and a new E–W vehicle is generated. If the arrival time of this new E–W vehicle does not exceed the time duration of the experiment, the E–W traffic count is increased by one, and the acceptability of the gap in front of this new E–W car is tested. If the available gap (discussed in the previous paragraph) is found acceptable, it is accepted, and the departure time of the N–S vehicle entering the intersection is computed as its effective arrival time plus the appropriate starting delay. Its delay in queue is computed by subtracting its arrival time from its departure time. This delay is added to the cumulative record of delay. After correcting the queue for the departure of one vehicle, the N–S count is increased and the simulation loop starts again by the generation of a new N–S vehicle.

Two important points are illustrated by this example. First, in addition to random generation of arrivals on two approaches there is random generation of gap acceptance. Second, the “clock” is not advanced by a uniform periodic interval; instead the examination moves from one important time to another important time. These differences in the methods of “review” or “scanning” are known, respectively, as “periodic scan” and “event scan.”

9.5.3 Simulation Example: Freeway Merging Area

This example, based on a paper by Wohl,18 consists of a slightly more complex simulation—that of a freeway merging area. Figure 9.7 shows the schematic layout of the merging area.
The figure of merit to be measured is delay to vehicles entering the freeway from the ramp, as a function of freeway and ramp volumes. The model formulation starts with several assumptions, as follows:

1. The merging area is sufficiently remote from traffic generation sources and traffic controls as to allow the freeway and ramp vehicles to approach the intersection in a random fashion.

2. Freeway vehicles will always be given preference; thus, when conflicts exist (between ramp and freeway vehicles), only ramp vehicles will be delayed on entering the flow of freeway traffic.

3. Freeway vehicles will not shift lanes within the merging area; thus, only the outside lane of traffic (for a multilane freeway) must be considered. This area can be represented by a single-lane freeway and single-lane ramp.

4. When looking for an acceptable gap in the freeway flow, the ramp vehicle will be considered either moving or stopped (delayed), and a different distribution of acceptable gaps will be used for each case.

5. First-in-line ramp vehicles that are stopped while waiting for freeway entrance suffer a 5-sec acceleration loss on entering the freeway flow; ramp vehicles that are delayed but enter directly from a second-in-line position have the same acceleration loss. When a first-in-line vehicle is delayed, there is an additional 3.0-sec starting reaction delay on entering the freeway; for a second-in-line delayed vehicle there is a 2.0-sec starting delay when entering directly from this position.

6. Ramp vehicles that are delayed by the freeway vehicle directly ahead on entering the freeway suffer a delay of 2.0 sec.

These assumptions allow characterization of the freeway merging section in terms of only five elements, as follows:

1. Acceptable low-relative-speed (LRS) entrance gap (i.e., moving vehicle case).
2. Acceptable high-relative-speed (HRS) entrance gap (i.e., stopped vehicle case).
3. Next freeway arrival gap.
5. Available entrance gap (or lag).

These various gaps (and lag) are depicted schematically in Figure 9.7. An acceptable low-relative-speed entrance gap is a gap that is accepted by a vehicle that enters without stopping. An acceptable high-relative-speed entrance gap is a gap that is acceptable to a vehicle that has stopped on the ramp before entering. It should be noted, however, that a second-in-line vehicle that may have been stopped may enter as a moving vehicle after the preceding vehicle has entered. The sequence of simulation events is indicated in Figure 9.8, and Figure 9.9 is a flow chart of the computing process.

As described by Wohl 18:

The general philosophy and some of the mechanics of the model can best be described by following through the example of Figure 9.8. In this example the experiment starts at some arbitrary time, such as \( T = 0.000 \). The first step is to generate the next ramp arrival gap (8 sec) and the next freeway arrival gap (5 sec) and to determine the times at which the next ramp and freeway vehicles will arrive at the nose of the ramp; these steps are indicated in Figure 9.8(a). The driver of the ramp vehicle bases his decision on whether or not to enter the freeway upon
1. Generate next ramp arrival gap (8 sec for $R_1$)
2. Compute ramp veh. arrival time (0008 sec for $R_1$)
3. Generate next freeway arrival gap (15 sec for $F_1$)
4. Compute freeway veh. arrival time (0006 sec for $F_1$)

At Time $T = 0000$ sec

(a)

1. Is freeway veh. ($F_1$) arrival time later than ramp veh. ($R_1$) arrival time? **No.**
2. Generate next freeway arrival gap (7 sec for $F_2$)
3. Compute freeway veh. arrival time (0012 sec for $F_2$)
4. Is freeway veh. ($F_2$) arrival time later than ramp veh. ($R_1$) arrival time? **Yes.**
5. Compute available entrance gap (4 sec for $R_1$)
6. Generate acceptable LRS entrance gap (5 sec for $R_1$)
7. Is the available gap acceptable? **No.**

At Time $T = 0008$ sec

(b)

1. Generate next freeway arrival gap (4 sec for $F_3$)
2. Compute freeway veh. arrival time (0016 sec for $F_3$)
3. Compute available entrance gap (4 sec for $R_1$)
4. Generate acceptable HRS entrance gap (6 sec for $R_1$)
5. Is the available gap acceptable? **No.**

At Time $T = 0012$ sec

(c)

1. Generate next freeway arrival gap (10 sec for $F_4$)
2. Compute freeway veh. arrival time (0026 sec for $F_4$)
3. Compute available entrance gap (10 sec for $R_1$)
4. Is the available gap acceptable? **Yes.**
5. Compute ramp veh. departure time (0019 sec for $R_1$)
6. Compute ramp veh. delay (16 sec for $R_1$)

At Time $T = 0016$ sec

(d)

1. Is freeway veh. ($F_3$) arrival time later than ramp veh. ($R_2$) looking-for-gap time? **Yes.**
2. Compute available entrance gap (4 sec for $R_2$)
3. Compute ramp veh. departure time (0024 sec for $R_2$)
4. Compute looking-for-gap time for $R_2$ (departure time of previous veh. plus operating delays = 0019 + 3 = 0022 sec)

At Time $T = 0008$ sec

(e)

1. Is freeway veh. ($F_4$) arrival time later than ramp veh. ($R_2$) looking-for-gap time? **Yes.**
2. Compute available entrance gap (4 sec for $R_2$)
3. Generate acceptable LRS entrance gap (3 sec for $R_2$)
4. Is the available gap acceptable? **Yes.**
5. Compute ramp veh. departure time (0024 sec for $R_2$)
6. Compute ramp veh. delay (15 sec for $R_2$)

At Time $T = 0022$ sec

(f)

Figure 9.8 Sequence of simulation events.\textsuperscript{19}
his expected arrival time at the nose of the ramp and the availability of a proper freeway gap. If at the time the ramp vehicle arrives at the nose there is an acceptable gap in the freeway flow, he will enter. If not, he will be delayed and must wait for a later gap in the freeway flow. Figure 9.8(b) shows the positions of the first ramp and freeway vehicles at the time the ramp vehicle arrives at the nose. Because the first freeway vehicle had passed the nose prior to the arrival of the first ramp vehicle, the next freeway arrival gap (7 sec) and its arrival time at the nose (0012 sec) must be determined; also, a check must be made to ensure that this freeway arrival time (0012 sec) is later than the ramp arrival time (0008 sec). Because it is, the available entrance lag or gap (that is, the gap available for the ramp vehicle to enter the freeway flow) must be computed (it is 4 sec). (If the freeway arrival time is not later than the ramp arrival time, successive freeway arrival times must be determined until the first one with an arrival time later than that of the ramp vehicle is located.) Following this, the acceptable RSA entrance gap (5 sec) for the ramp vehicle must be "generated."

Since the available entrance gap is not acceptable, the ramp vehicle will be delayed at least until the second freeway vehicle passes. Figure 9.8(c) shows the vehicle positions at the arrival time of the second freeway vehicle at the nose (0012 sec); at this time the ramp vehicle examines the next freeway arrival gap (4 sec), which in this case is also the available entrance gap. Since the ramp vehicle has been delayed, we must determine its acceptable RSA gap (6 sec). Again, the available entrance gap is not acceptable to the ramp vehicle, and another freeway gap must be examined.

Figure 9.8(d) shows the vehicles at the time when the third freeway vehicle arrives at the nose. The next freeway arrival gap (10 sec) is determined and the freeway arrival time of the fourth freeway vehicle (0026 sec) is computed. The available entrance gap (10 sec) is larger than the acceptable RSA gap (6 sec); therefore, the ramp vehicle can accept the gap and enter the freeway. The departure time (0019 sec) for the ramp vehicle is the third freeway vehicle arrival (0016 sec) plus the operating delays (3 sec) to account for the starting reaction delay, etc. The final step is to compute the ramp vehicle delay, which is its departure time (0019 sec) minus its original arrival time at the nose (0008 sec) plus 5-sec acceleration delays on entering the freeway flow. Thus the total delay is 16 sec.

The second ramp vehicle cannot enter the freeway until some time following the departure of the first ramp vehicle. However, the second ramp vehicle may have arrived on the ramp earlier than the departure time of the first and been waiting in queue. Since we are primarily concerned with delays to ramp vehicles that enter the freeway flow, the original times of arrival of the ramp vehicles at the nose must be computed as well as the times at which the ramp vehicles actually entered the freeway flow. Thus, the first two steps of Figure 9.8(e) are to "generate" the next ramp arrival gap (6 sec) and compute arrival time of the second ramp vehicle (0014 sec). Following this, it must be determined whether or not the ramp vehicle was delayed by the previous ramp vehicle; that is, is the arrival time (of the second ramp vehicle) earlier than the departure time of the previous ramp vehicle? If the ramp vehicle was delayed by the previous one, the earliest time that the ramp vehicle can actually begin looking for an acceptable freeway gap must be calculated on the basis of the departure time of the previous ramp vehicle. Consequently, the so-called "looking-for-gap" time of the second ramp vehicle (0022 sec) is equal to the departure time of the previous ramp vehicle (0019 sec) plus operating delays (3 sec) to allow for perception and reaction times, etc.

The next step is to determine the earliest freeway vehicle arrival time that is later than the look-for-gap time of the second ramp vehicle. In this case the last computed freeway vehicle arrival time (0026 sec for the fourth freeway vehicle) is later than the looking-for-gap time of the second ramp vehicle (0022 sec); therefore, the available entrance lag is the difference between these two times, or 4 sec. Based on earlier assumptions, an acceptable RSA entrance gap for the waiting ramp vehicle (3 sec) must be computed. The available entrance gap is acceptable, and the second ramp vehicle enters the freeway; see Figure 9.8(f). Its departure time (0024 sec) is the looking-for-gap time (0022 sec) plus operating delays of 2 sec; its delay (15 sec) is the departure time (0024 sec) minus arrival time (0014 sec) plus 5-sec acceleration delays.

These steps can be repeated for as many simulation trials as are desired; the
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Figure 9.9 Flow chart of computing process.
number of "samples" or trials will, of course, be a function of the accuracy required, and of time and economic consideration.

The flow chart of Figure 9.9 must be broken down into finer details to facilitate actual computer programming. For instance, the generation of vehicle gap acceptance is performed as shown in Figure 9.9 using the techniques of Figure 9.10.

9.6 THE COMPUTER PROGRAM

Having formulated the logic of a simulation problem, the next step is to convert it into a computer program. In the early days of traffic simulation this was done by arduously writing a program in machine language. Now, however, simulations are aided by the availability of a variety of languages to aid the user. There are general languages, such as FORTRAN, that enable the program writer to work with statements that are essentially algebraic in nature. There are also several higher-order languages specifically designed for simulation. The two such languages best known in the United States are SIMSCRIPT and GESS, both of which are briefly described in Appendix D-1. At present, large simulation programs, especially those that are to be used at different computer centers, can be best written in FORTRAN. Where many small programs are being written to be used on a "one shot" basis, it may be worth considering some special simulation language. (In many cases, of course, the selection of a higher-order language is dependent on the computer available or is made by the management of the computer center. In such situations the user adapts himself to the language available.)

9.7 PROGRAM CHECKOUT

There are two types of checkout of a simulation program: "debugging" and "validation." Debugging determines whether the program is working and, if working, correctly representing the model as defined. Validation is a test to determine whether the model satisfactorily represents the system to be simulated. Validation, a statistical experiment, is discussed further in section 9.8.

Debugging is carried out in a variety of ways. When the simulation program is being written, there will undoubtedly be many subroutines or other special sections that perform particular functions. Each of these should be checked out as it is written. Such testing may require the writing of special test routines to supply data and print the output of the subroutine being tested. Although this entails extra work, the insurance that each subroutine is working properly within itself more than justifies the effort. These tests should, of course, employ test problems or data that lead to known results or results that can be easily checked by hand calculations. Care should be taken to ensure that tests exercise all possible cases in order to avoid some obscure spurious result.

After all of the subroutines have been tested and corrected separately, the complete program is then assembled and tested. If the total program is very long, it is often advisable to put it together a few subroutines at a time, testing at each step. During testing, if other measures fail to find the source of a particular "bug," a trace may be employed, printing out the result after every step in the calculation. (Many computing centers have special programs for tracing.) Once the complete program has been tested and debugged, it is ready for validation experiments.

9.8 EXPERIMENT PLANNING AND DESIGN

As in all experimental undertakings the statistical design of a simulation experiment is important in order to minimize the amount of experimentation and to enable inferences with the desired levels of significance. Simulation experiments have the advantage over field experiments in that simulation enables the experimenter to more easily control the various variables and to perform additional replications at will. This leads some experimenters to disregard that (1) computer time for experiments costs money and (2) any experiment should be designed in such a way that cost of additional measurements is weighed against the value of the additional information to be gained.

With relation to computer simulation experiments, experimental design is considered to include:

1. Consideration of such problems as the
selection of factor levels and factor * combinations, the order of experimentation, the minimization of random error, as well as classical and computer simulation design problems. 27
2. A plan for starting simulation runs.
3. Validation procedures.

9.8.1 General Simulation Experiment Design

Space does not permit a detailed discourse on experiment design. Simulation experiments make use of all the usual types of experiment design, with emphasis on response surface exploration 28-31 and sequential sampling. 32 Some investigators 33-36 advocate the use of variance reducing techniques for reducing the sample size. A problem that must be given particular attention in the design of simulation experiments is the tendency for stochastic processes to be autocorrelated and hence unanalyzable by traditional statistical methods. 38

9.8.2 Starting the Simulation

When a simulation is started, the system is usually empty and any measurements made on measures of effectiveness will be essentially worthless. This problem is most simply handled by excluding some initial start-up period from the system evaluation. 37 The difficult question is how to recognize when equilibrium or stability has been achieved. Sometimes stability can be hastened by setting into the system some starting conditions more nearly those anticipated at equilibrium. Tests should be made to assure that the performance is independent of starting conditions. Fishman 44 has recently treated some of these techniques.

9.8.3 Validation

Validation involves a set of experiments on the model in which the results are compared with (historical) measurements on the real system. Although time series analysis is sometimes useful, 45 there are problems in such comparisons and Gafarian and co-workers 38,39,12 have described some of these. The use of nonparametric statistics is recommended. 49 It should be noted that validation tests are null experiments: A model that fails tests is rejected, but no strong statement can be made about a model that is accepted. 41

* Here "factor" is used in the statistical experiment design sense.

---

Figure 9.10 Generation of freeway gap acceptance. 36
9.9 INTERPRETING RESULTS

The interpretation of simulation experiment results is similar to the interpretation of any experimental results. Often the result is the testing of some hypothesis; in other cases the interpretation consists of fitting some curve to the output of the experiment.

9.10 SUMMARY

In formulating a simulation model, one strives for sufficient realism to adequately describe the phenomena of interest. However, one should not go "overboard" in including extra details that will not significantly affect the results.

Programs should be properly checked out and validated.

Traffic simulation programs that are properly modeled and validated constitute important experimental facilities for traffic study.
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Chapter 10

EPILOGUE

Although there is at present no unified theory of traffic flow, there are many theoretical approaches to a variety of traffic phenomena. A substantial portion of these theoretical approaches have made important contributions to practical solutions of traffic problems.

It should be evident from the discussions that traffic flow theory is an evolving science. Each year sees research that results in important theoretical advances. During the course of preparation of this document, for instance, the new literature has been extensive, and there have been several new theoretical developments that could not be adequately covered. Nevertheless, the need for further research is great, and all who find the theory of traffic flow interesting are seriously urged to consider undertaking research.

It is hoped that a unified theory of traffic flow will not be long in coming.
Appendix A

DATA SUPPLEMENTARY TO CHAPTER 2*

A–1 RELATIONSHIPS BETWEEN TIME AND SPACE SPEED STATISTICS

Time Mean Speed from Space Mean Speed

Using the method of Wardrop,¹ segregate total flow into \( m \) subflows by speed. Define

\[
\bar{u}_t = \frac{\sum_{i=1}^{m} q_i \mu_i}{\sum_{i=1}^{m} q_i} = \sum_{i=1}^{m} \frac{q_i \mu_i}{q}.
\]

and

\[
\bar{u}_s = \frac{\sum_{i=1}^{m} k_i \mu_i}{\sum_{i=1}^{m} k_i} = \sum_{i=1}^{m} \frac{k_i \mu_i}{k}.
\]

But

\[ q_i = k_i \mu_i. \]

Thus,

\[
\bar{u}_t = \frac{\sum_{i=1}^{m} (k_i \mu_i) u_i}{q} = k \frac{\sum_{i=1}^{m} k_i \mu_i^2}{k q} = k \frac{\sum f_i' u_i^2}{q}
\]

where

\[ f_i' = \frac{k_i}{k}. \]

But

\[ q = k \bar{u}_s; \text{ Thus} \]

\[
\bar{u}_t = k \sum f_i' u_i^2 = \frac{1}{\bar{u}_s} \sum f_i' [\bar{u}_s + (u_i - \bar{u}_s)]^2
\]

\[
= \frac{1}{\bar{u}_s} \left[ \sum f_i' \bar{u}_s^2 + 2 \bar{u}_s \sum f_i' (u_i - \bar{u}_s) + \sum f_i' (u_i - \bar{u}_s)^2 \right]
\]

But

\[
\sum f_i' (u_i - \bar{u}_s) = 0
\]

by definition of mean and

\[
\sum f_i' (u_i - \bar{u}_s)^2 = \sigma_s^2
\]

by definition of variance about the space mean speed; therefore,

\[
\bar{u}_t = \frac{1}{\bar{u}_s} [\bar{u}_s^2 + 0 + \sigma_s^2] = \bar{u}_s + \frac{\sigma_s^2}{\bar{u}_s}
\]

(2.7)

Derivation in the Continuous Case

Define

\[
\bar{u}_s = \int_0^\infty u f_s(u) \, du
\]

\[
\bar{u}_t = \int_0^\infty u f_t(u) \, du
\]

where

\[ f_t(u) = \text{speed density in time and} \]

\[ f_s(u) = \text{speed density in space}. \]

An important relationship given in Haight and Mosher ¹¹ but proved by Breiman ¹³ is:

\[ \bar{u}_s f_t(u) = u f_s(u) \]

After multiplying both sides by \( u \) and integrating over the entire range of \( u \):

\[
\bar{u}_s \int_0^\infty u f_t(u) \, du = \int_0^\infty u^2 f_s(u) \, du
\]

\[
\bar{u}_s \bar{u}_t = \int_0^\infty u^2 f_s(u) \, du
\]

(A)

Define

\[
\sigma_s^2 = \int_0^\infty u^2 f_s(u) \, du - (\bar{u}_s)^2
\]

(B)

Substituting Eq. A in Eq. B gives

\[
\sigma_s^2 = \bar{u}_s \bar{u}_t - (\bar{u}_s)^2
\]

* Reference citations are listed in Chapter 2.
and
\[ \bar{u}_t = \bar{u}_e + \frac{\sigma_n^2}{\bar{u}_e} \]

Relationship Between Arithmetic Mean and Harmonic Mean *

To examine this computation, consider the arithmetic and harmonic means without any context of traffic. Define
\[ M = \frac{1}{N} \sum_{i=1}^{N} X_i \text{= arithmetic mean} \]
\[ V_m = \frac{1}{N} \sum_{i=1}^{N} (X_i - M)^2 \text{= variance about arithmetic mean} \]
\[ H = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{X_i} = \frac{N}{\sum_{i=1}^{N} X_i} \text{= harmonic mean.} \]

Expand in Taylor series:
\[ \frac{1}{X_i} = A_0 + A_1 (X_i - M) + A_2 (X_i - M)^2 \]
\[ + A_3 (X_i - M)^3 + \ldots \]

Evaluate constants by differentiating,
\[ A_j = \frac{1}{j!} \frac{d^j}{dX^j} \left( \frac{1}{X_i} \right) \bigg|_{M} \]
for
\[ j = 0, 1, \ldots \]
\[ \frac{1}{X_i} = \frac{1}{M} - \frac{1}{M^2} (X_i - M) + \frac{1}{M^3} (X_i - M)^2 \]
\[ - \frac{1}{M^4} (X_i - M)^3 + \ldots + \]  

Then
\[ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{X_i} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{M} - \frac{1}{NM^2} \sum_{i=1}^{N} (X_i - M) \]
\[ + \frac{1}{NM^3} \sum_{i=1}^{N} (X_i - M)^2 \]
\[ - \frac{1}{NM^4} \sum_{i=1}^{N} (X_i - M)^3 \]
\[ + \frac{1}{NM^5} \sum_{i=1}^{N} (X_i - M)^4 + \ldots \]

By the definition of the arithmetic mean
\[ \sum_{i=1}^{N} (X_i - M) = 0. \]

Similarly, for any distribution that is approximately symmetrical
\[ \sum_{i=1}^{N} (X_i - M)^a = 0 \text{ for odd values of } a. \]

Thus
\[ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{X_i} = \left( \frac{1}{M^N} \right)(0) \]
\[ + \frac{1}{M^N} \sum_{i=1}^{N} (X_i - M)^4 + \ldots \]

It can be assumed that
\[ M^N \gg \sum_{i=1}^{N} (X_i - M)^4 \] since Eq. C is converging.

Thus the last term can be neglected, as can all later terms in the expansion.

Then
\[ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{X_i} = \frac{1}{M} + \frac{1}{M^2} \frac{V_m}{M^3} = \frac{M^2 V_m}{M^3} \]
\[ H = \frac{1}{(M^2 + V)} = \frac{M^3}{M^2 + V_m} = \frac{M}{1 + \frac{V_m}{M^2}} \]
\[ = \frac{M \left( 1 - \frac{V_m}{M^2} \right)}{\left( 1 + \frac{V_m}{M^2} \right) \left( 1 - \frac{V_m}{M^2} \right)} \]
\[ = \frac{M^2 \left( 1 - \frac{V_m}{M^2} \right)}{\left( 1 - \frac{V_m}{M^2} \right)} = M - \frac{V_m}{M} \quad * \]

Converting to traffic notation gives:
\[ \bar{u}_n = \bar{u}_e - \frac{\sigma_n^2}{\bar{u}_e} \quad * \]

as an approximate method for use in traffic engineering practice. Note that this relationship when combined with Eq. 2.7 implies that
\[ u_n / u_e = \sigma_n^2 / \sigma_e^2 \]

Thus, in using Eq. 2.8 one must be willing to accept this assumption.

* Yule and Kendall * suggest this relationship for cases where deviations are small compared to the mean.
A-2 DERIVATION OF FORMULAS FOR MOVING OBSERVER METHOD

Consider the traffic stream to have a constant total flow through the area of observation. Consider further that the stream is composed of \( m \) substreams, each having its own uniform speed. Let

\[ q_i = \text{flow of the } i^{th} \text{ substream}; \]
\[ k_i = \text{concentration of the } i^{th} \text{ substream}; \]
\[ u_i = \text{speed of the } i^{th} \text{ substream}; \]
\[ t_i = \text{travel time of the } i^{th} \text{ substream}; \]
\[ l = \text{length of the roadway section}; \]
\[ u_e = \text{speed of the observer moving with the traffic stream}; \]
\[ u_a = \text{speed of the observer moving against the traffic stream}; \]
\[ t_e = \text{travel time of observer moving with the traffic stream}; \]
\[ t_a = \text{travel time of observer moving against the traffic stream}; \]
\[ t = \text{mean travel time of the traffic stream}; \]
\[ k = \sum_{i=1}^{m} k_i = \text{concentration of the (total) traffic stream}; \]
\[ q = \sum_{i=1}^{m} q_i = \text{flow of the (total) traffic stream}; \]
\[ u = \text{mean speed of the (total) traffic stream}; \]
\[ x = \text{total number of vehicles met by the observer moving against the traffic stream}; \]
\[ y = \text{net number of vehicles that pass the observer while moving with traffic stream (i.e., the number that pass the observer minus the number he passes)}; \]
\[ x_i = \text{number of the population } x \text{ that are in substream } i; \text{ and} \]
\[ y_i = \text{number of the population } y \text{ that are in substream } i. \]

Then

\[ k_i = q_i / u_i. \]

For Observer Moving Against Stream

Flow past observer = \( k_i(u_a + u_i) = \frac{q_i}{u_i}(u_a + u_i) \)

\[ x_i = (\text{flow})(\text{time}) = \left[ \frac{q_i}{u_i}(u_a + u_i) \right] \left[ \frac{l}{u_a} \right] = q_i \frac{l}{u_i} \frac{u_a + u_i}{u_a u_i} = q_i \left[ \frac{1}{u_i} + \frac{l}{u_a} \right] = q_i [t + t_a]. \]

For Observer Moving with Stream

Flow past observer = \( k_i(u_e - u_i) = \frac{q_i}{u_i}(u_e - u_i) \)

\[ y_i = \left[ \frac{q_i}{u_i}(u_e - u_i) \right] \left[ \frac{l}{u_e} \right] = q_i \frac{l}{u_i} \frac{u_e - u_i}{u_e u_i} = q_i \left[ \frac{1}{u_i} - \frac{l}{u_e} \right] = q_i [t_e - t_i]. \]

For Total Stream

\[ x = \sum_{i=1}^{m} x_i = \sum_{i=1}^{m} q_i(t_a + t_i) = t_a \Sigma q_i + \Sigma q_i t_i \] (D)

\[ y = \sum_{i=1}^{m} y_i = \sum_{i=1}^{m} q_i(t_e - t_i) = t_e \Sigma q_i - \Sigma q_i t_i \] (E)

Adding Eqs. D and E gives

\[ x + y = (t_a + t_e) \Sigma q_i = (t_a + t_e) q \]
\[ q = \frac{x + y}{t_a + t_e} \]
\[ q t = \Sigma q_i t_i \]
\[ t = \frac{\Sigma q_i t_i}{q} = \frac{t_e \Sigma q_i - y}{q} = t_e - \frac{y}{q} \] (using Eq. E.)
\[ u = \frac{i}{t} \]
\[ k = q / u \]

Berry and Green\textsuperscript{16} have suggested the following number of runs for travel time within a 10 percent range of accuracy: (a) for progressive signal timing (volumes below capacity), 8 runs; (b) for signals not coordinated (volumes at or near capacity), 12 runs; (c) for signals not coordinated (volumes below capacity), 8 runs.
Appendix B
DATA SUPPLEMENTARY TO CHAPTER 3*

B-1 DERIVATION OF THE POISSON DISTRIBUTION †

Consider a line that can represent in a general case either distance or time; for the present purposes consider it to represent time (Figure B.1). Specifically, consider the occurrence of random arrivals where the average rate of arrival (i.e., probability density) is $\lambda$. Let $P_i(t) =$ the probability of $i$ arrivals up to the time $t$, and $P_n(\Delta t) = \lambda \Delta t =$ the probability of one arrival in the incremental period $\Delta t$. Because it is assumed that $\Delta t$ is of such short duration, the probability of more than one arrival in $\Delta t$ is negligible; therefore, $(1-\lambda \Delta t) =$ the probability of no arrival in $\Delta t$. Then,

$$P_i(t+\Delta t) = \text{the probability that } i \text{ arrivals have taken place to the time } (t+\Delta t)$$

$$= [\text{Prob } (i-1 \text{ arrivals in } t) \cdot \text{Prob } (1 \text{ arrival in } \Delta t)] + [\text{Prob } (i \text{ arrivals in } t) \cdot \text{Prob } (0 \text{ arrivals in } \Delta t)];$$

$$P_i(t+\Delta t) = P_{i-1}(t) \cdot P_1(\Delta t) + P_i(t) \cdot P_0(\Delta t)$$

Letting $\Delta t \to 0$,

$$\frac{dP_i(t)}{dt} = \lambda[P_{i-1}(t) - P_i(t)] \tag{3.30}$$

Now, $P_{i-1}(t) = 0$ (i.e., impossible to have $<0$),

$P_0(0) = 1$ (i.e., no arrivals up to time $t=0$),

$P_i(0) = 0$ for $i \geq 1$ (zero probability of $i$ arrivals at time $t=0$).

Setting $i=0$ in Eq. 3.30,

$$\frac{dP_0(t)}{dt} = -\lambda P_0(t)$$

Since $P_0(0)=1$ and $1=e^0=e^0$, $c=0$ and $P_0(t) = e^{-\lambda t}$

Setting $i=1$ in Eq. 3.30 and inserting the above value for $P_0(t)$,

$$\frac{dP_1(t)}{dt} = \lambda[e^{-\lambda t} - P_1(t)]$$

$$\frac{dP_1(t)}{dt} = \lambda P_1(t) = \lambda e^{-\lambda t}$$

Using method of operators for solving this differential equation *

$$(D+\lambda)P_1(t) = \lambda e^{-\lambda t}$$

$$P_1(t) = \frac{1}{D+\lambda} \lambda e^{-\lambda t}$$

$$= (\lambda t) e^{-\lambda t} + C_2 e^{-\lambda t}$$

But

$$P_1(0) = 0 \therefore C_2 = 0$$

$$\therefore P_1(t) = (\lambda t) e^{-\lambda t}$$

For $i=2$,

$$\frac{dP_2(t)}{dt} = \lambda[P_1(t) - P_2(t)]$$

---

* Any standard method may be used for solution of this differential equation. The method of operators is particularly simple. See any standard text, such as Ford.†† The form $y = \frac{1}{D+A} \mu(x)$ results in a solution

$$y = e^{-\lambda x} \int e^{\lambda x} \mu(x) \ dx + c \ e^{-\lambda x}.$$
\[
\frac{dP_2(t)}{dt} + \lambda P_2(t) = \lambda P_1(t) = \lambda(\lambda t) e^{-\lambda t}
\]

\[
P_2(t) = \frac{(\lambda t)^2 e^{-\lambda t}}{2!}
\]

Thus
\[
\mu = \sum_{x=0}^{\infty} x e^{-m} \sum_{x=0}^{m} \frac{m^x e^{-m}}{x!}
\]

\[
= 0 + me^{-m} + \frac{2m^2 e^{-m}}{2!} + \frac{3m^3 e^{-m}}{3!} + \ldots
\]

\[
= me^{-m} \left[ 1 + m + \frac{m^2}{2!} + \frac{m^3}{3!} + \ldots \right]
\]

\[
= me^{-m} e^m = m
\]

Population Variance of Poisson Distribution

By definition, the population variance, \( \sigma^2 \), may be expressed:
\[
\sigma^2 = \sum_{x=0}^{\infty} (x - \mu)^2 P(x)
\]

\[
= \sum_{x=0}^{\infty} (x - \mu)^2 \frac{x!}{\Sigma f(x)}
\]

Because the population mean is \( m \), this variance may be stated:
\[
\sigma^2 = \sum (x - m)^2 P(x)
\]

\[
= \sum x^2 P(x) - 2m \sum x P(x) + m^2 \Sigma P(x)
\]

The last term reduces to \( m^2 \) because \( \Sigma P(x) = 1 \). The middle term reduces to \( -2m^2 \) because \( \Sigma x P(x) \) has been shown equal to \( m \) in the derivation of the population mean. The first term may be reduced by the following steps:

\[
\sum x^2 P(x) = \sum x(x-1)P(x)
\]

\[
= \sum x(x-1)P(x) + \Sigma x P(x)
\]

\[
= A + B
\]

\[
A = \sum_{x=0}^{\infty} x(x-1) \frac{m^x e^{-m}}{x!}
\]

\[
= 0 + \frac{2m^2 e^{-m}}{2!} + \frac{6m^3 e^{-m}}{3!} + \ldots
\]

\[
= \frac{12m^4 e^{-m}}{4!} + \ldots
\]

\[
= m^2 e^{-m} \left[ 1 + m + \frac{m^2}{2!} + \ldots \right]
\]

\[
= m^2 e^{-m} e^m = m^2
\]

\[
\Sigma x^2 P(x) = m^2 + m
\]

\[
\sigma^2 = [m^2 + m] - [2m^2] + [m^2]
\]

\[
\sigma = m
\]
Thus, for the Poisson distribution the population variance equals the population mean.

Derivation of the Distribution of the Sum of Independent Poisson Distributions

Consider a population made up of two subpopulations A and B, each distributed according to the Poisson distribution.

For subpopulation A

$$P(x_a) = \frac{m_a x_a^m e^{-m_a}}{x_a!}$$

For subpopulation B

$$P(x_b) = \frac{m_b x_b e^{-m_b}}{x_b!}$$

If \(k\) items occur in a trial from the total population, there may be a mixture of \(x_a\) and \(x_b\) as follows:

\[x_a = k\]
\[x_b = 0\]
\[x_a = k - 1\]
\[x_b = 1\]
\[x_a = k - 2\]
\[x_b = 2\]
\[\ldots\]
\[x_a = 2\]
\[x_b = k - 2\]
\[x_a = 1\]
\[x_b = k - 1\]
\[x_a = 0\]
\[x_b = k\]

\[P(k) = P(x_a = k, x_b = 0) + P(x_a = k - 1, x_b = 1) + \ldots + P(x_a = 0, x_b = k)\]

\[= \frac{m_a^k e^{-m_a} m_b e^{-m_b}}{k!} + \frac{m_a^{k-1} m_b e^{-m_a} m_b e^{-m_b}}{(k-1)!} + \ldots + \frac{m_a e^{-m_a} m_b^{k-1} e^{-m_b}}{0! k!}\]

\[P(k) = e^{-m_a} e^{-m_b} \left\{ \frac{m_a^k}{k!} + \frac{k m_a^{k-1} m_b}{(k-1)!} + \frac{k(k-1) m_a^{k-2} m_b^2}{(k-2)!} + \ldots + \frac{k(k-1) \ldots 3 \cdot 2 \cdot 1 m_a m_b^{k-1}}{k!} \right\}\]

By application of a similar argument the distribution for the whole population is found to be

$$P(k) = \frac{(m_a + m_b + \ldots + m_k) e^{-(m_a + m_b + \ldots + m_k)}}{k!}\]$$

B-2 Pearson Type III Distributions

Pearson has shown that a wide variety of statistical phenomena can be modeled by 12 general distributions. Of these distributions, type III (together with several of its special cases) is particularly useful for certain traffic situations. In its most general form, the probability density function of the type III distribution can be stated (in the notation of this monograph) as follows:

$$p(t) = \frac{1}{\beta \Gamma(k)} \left[ \frac{t-a}{\beta} \right]^{k-1} e^{-\frac{t-a}{\beta}}$$

where \(a\) is a location parameter \(a \geq 0\); \(k\) is a shape parameter \(k > 0\); \(\beta\) is a scale parameter \(\beta > 0\). When the location parameter, \(a\), equals zero, the distribution reduces to

$$p(t) = \frac{1}{\beta \Gamma(k)} \left( \frac{t}{\beta} \right)^{k-1} e^{-\frac{t}{\beta}}$$

By setting \(a = 1/\beta\), this reduces to

$$p(t) = \frac{\alpha t^{k-1} e^{-\alpha t}}{\Gamma(k)}$$

If \(\beta = T/k\),

$$p(t) = \left( \frac{k t}{T} \right)^{k-1} e^{-k t/T}$$

Although some writers still refer to this distribution as type III, it is more commonly known as the gamma distribution. When \(k = 1\), the gamma distribution reduces to the negative exponential distribution. [Note that \(\Gamma(n) = (n-1)!\).] When \(k \to \infty\), the distribution is regular (i.e., all headways are equal). When \(k\) is restricted to integer values (> 1), the resulting distribution is the Erlang. Sometimes \(k\) is considered to be a measure of nonrandomness.

B-3 Parameters of Exponential and Shifted Exponential Distributions

Consider the negative exponential distribution as defined by Eq. 3.2

$$P(h < t) = 1 - e^{-t/T}$$
from which the probability density function is

\[ p(t) = 0 - \left( - \frac{1}{T} \right) e^{-t/T} = \frac{1}{T} e^{-t/T} \]

The population mean is

\[ \mu = \int_0^\infty t p(t) \, dt \]

where \( p(t) \, dt \) is the probability of \( t \). Thus,

\[ \mu = \int t \frac{1}{T} e^{-t/T} \, dt \]

and integrating by parts and inserting limits, gives

\[ \mu = T \tag{3.41} \]

Population Variance of Negative Exponential Distribution

\[ \sigma^2 = \int_0^\infty (t - T)^2 \frac{e^{-t/T}}{T} \, dt \]

\[ = \int_0^\infty t^2 \frac{e^{-t/T}}{T} \, dt - 2 \int_0^\infty t e^{-t/T} \, dt + \int_0^\infty \frac{T e^{-t/T}}{T} \, dt \]

\[ \sigma^2 = T^2 \tag{3.42} \]

Shifted Exponential Distribution

In considering Figure 3.5 in text, assume an origin through the point of contact of the curve and the \( t \) (horizontal) axis. About this axis

\[ P(h < t) = 1 - e^{-t/T'} \tag{3.43} \]

where \( T' \) = abscissa of any point from the origin at the point of contact of the curve and the vertical axis; and \( T' \) = abscissa of the mean or center of gravity with respect to the same origin.

Now construct a vertical axis normal to the \( t \) axis and a distance \( \tau \) to the left of the point of contact of the curve and the \( t \) axis. Now all abscissas \( t \) are measured from this new axis. In Eq. 3.43, each abscissa \( t' \) is now replaced by \( (t - \tau) \). The value \( T \) now represents the abscissa of the center of gravity of the curve from the new axis, and the value of \( T' \) in Eq. 3.43 is now replaced by \( (T - \tau) \). Thus, for the shifted exponential,

\[ P(h < t) = 1 - e^{-(t-\tau)/(T-\tau)} \quad \text{for} \ t \geq \tau \tag{3.22} \]

Mean of Shifted Exponential Distribution

From Eq. 3.22 the probability density \( p \) is obtained as

\[ p(t) = \frac{d}{dt} \left( \frac{1}{1 - \tau} e^{-(t-\tau)/(T-\tau)} \right) \]

By definition, the mean \( \mu \) is obtained as

\[ \mu = \int_0^\infty t p(t) \, dt \]

For the shifted exponential,

\[ \mu = \int_0^\infty t \frac{1}{T-\tau} e^{-(t-\tau)/(T-\tau)} \, dt \]

\[ = \frac{e^{\tau/(T-\tau)}}{(T-\tau)} \left[ -\tau(T-\tau) e^{-\tau/(T-\tau)} \right] \]

\[ = T, \]

which could have been derived from the definition of \( T \).

Population Variance Shifted Exponential Distribution (about Origin)

\[ \sigma^2 = \int_\tau^\infty (t - T)^2 \frac{1}{T-\tau} e^{-(t-\tau)/(T-\tau)} \, dt \]

\[ = \frac{e^{\tau/(T-\tau)}}{T-\tau} \left\{ \int_\tau^\infty t^2 e^{-t/(T-\tau)} \, dt - 2T \int_\tau^\infty t e^{-t/(T-\tau)} \, dt \right. \]

\[ + T^2 \int_\tau^\infty e^{-t/(T-\tau)} \, dt \right\}. \]

Integrating by parts and simplifying,

\[ \sigma^2 = (T - \tau)^2 \tag{3.44} \]

B-4 LOGNORMAL DISTRIBUTION

The normal distribution is used to describe systems where the measured variable is normally distributed; lognormal distribution is used to describe systems where the logarithm of the measured variable is normally distributed.\(^{61-88}\) Because log is not defined for arguments equal to or less than zero, the lognormal distribution is defined only for positive measured variables. (In the present discussion, use of natural logs is assumed; use of common logs (to base 10) would require only a change of scale.) To
obtain a straight line for the cumulative log-normal distribution, use graph paper having a log scale on one axis and a normal probability scale on the other. (Figure B.2 shows several curves plotted on normal probability paper; Figure B.3 shows the same curves plotted on lognormal paper.)

The parameters of the lognormal distribution may be computed as follows 51:

Measured variable = $y_i$, $x_i = \log y_i$, for $x_i$ assumed to be normally distributed.

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i = \frac{1}{N} \sum_{i=1}^{N} \log y_i \tag{3.45}
\]

and

\[
S_x^2 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2 = \frac{1}{N-1} \sum_{i=1}^{N} (\log y_i - \bar{x})^2 \tag{3.46}
\]

To fit the lognormal distribution, estimation of population parameters by the method of moments 51 uses the equations

\[
\hat{\mu} = \text{estimate of population mean} = 2 \ln(\bar{x}) - \frac{1}{2} \ln(\text{mom}_x)
\]

\[
\hat{\sigma}^2 = \text{estimate of population variance} = \ln(\text{mom}_x) - 2 \ln(\bar{x}) \tag{3.48}
\]

where $\ln(\bar{x}) = \text{natural logarithm of } \bar{x}$ and $\text{mom}_x = \text{second moment about origin} = \frac{1}{N} \sum_{i=1}^{N} x_i^2$.

Estimation of the population parameters by the maximum likelihood method may be simpler 51:

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} \ln(x_i) \quad \hat{\sigma}^2 = S^2 \tag{3.49}
\]

Fitting then proceeds in the same manner as when fitting a normal distribution, making use of normal distribution tables. That is, the probability $\phi(x_i)$ is obtained from normal probability tables using an argument $Z_i$, where

\[
Z_i = \frac{x_i - \mu}{\sigma} \tag{3.50}
\]

### B-5 Probit Analysis

Probit analysis is a method of treating the percentages of a population making all-or-nothing responses to increasingly severe values of a stimulus. Principally, using a probit removes the need to record a negative deviation from the mean as in a normal probability distribution analysis. If $\mu$ is the population mean, $\sigma$ the standard deviation of the population, and $Y$ the probit of $x$,

\[
Y = 5.0 + \frac{x - \mu}{\sigma} \tag{3.51}
\]

The median value of the stimulus is the value that produces a response probit of 5.0. Table B.1 shows the transformation of cumulative percentage to probit. 54

<table>
<thead>
<tr>
<th>TABLE B.1 Transformation of Cumulative Percentages to Probits a</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>80</td>
</tr>
<tr>
<td>90</td>
</tr>
<tr>
<td>99</td>
</tr>
</tbody>
</table>

a From Finney. 54
Figure B.2  Three cumulative lognormal distributions, all with log $x = 1.0$ and standard deviations of log $x = 0.1$, 0.3, and 0.5 plotted on probability paper.

Figure B.3  Same curves as those in Figure B.2 but plotted on logarithmic probability paper.
Fitting Generalized Poisson Distributions Using Incomplete Gamma Function Tables

The procedure for fitting generalized Poisson distributions using tables of the incomplete gamma function is as follows:

1. Enter graph (text Figure 3.13) with mean and variance. Select value for \( k \), which need not be an integer but may be any value greater than 1. (If \( k = 1 \), the usual "simple" form of the Poisson should be used.)
2. Compute \( \lambda \) from Eq. 3.29.
3. Form the table:

\[
\begin{array}{cccc}
x & (p+1) & u & P(x) \\
0 & 1 & & 1 - I(u, p) \\
1 & & & \\
2 & & & \\
3 & & & \\
\text{etc.}
\end{array}
\]

The following equations are used:

\[
(p+1) = (x+1)k \\
u = \lambda / (p+1) \frac{1}{2} \\
p = (p+1) - 1
\]

4. Values of \( I(u, p) \) are obtained from tables.\(^{17}\)

5. The entries in the column \([1 - I(u, p)]\) are the cumulative probabilities. The probabilities of the individual values of \( x \)—i.e., \( P(x) \)—are obtained by subtraction:

\[
P(0) = 1 - I(u, p) \\
P(x) = [1 - I(u, p)]_{x-1} - [1 - I(u, p)]_{x-1} \\
= I(u, p)_{x-1} - I(u, p)_{x-1}
\]

Table 3.11 in text contains observations during 64 15-sec counting intervals on a freeway during the morning peak period. A generalized Poisson distribution has been fitted to the data. Table B.2 illustrates the method of fitting by means of the incomplete gamma function; here the value of \( k \) is 2.

Goodness-of-Fit Tests

When comparing the fit between a theoretical distribution and a set of experimental data, it is desirable to have some method of quantitative evaluation of the fit. Several tests of statistical significance of the fit are available. These tests permit selection of one of the two decisions: (1) It is not very likely that the true distribution (of which the observed data constitute a sample) is in fact identical with the postulated distribution; (2) the true distribution (of which the observed data constitute a sample) could be identical with the postulated distribution.

It can be seen that either decision can be erroneously made. Decision 1 can be wrong if in fact the postulated distribution is the true distribution. On the other hand, decision 2 can be wrong if the true distribution is in fact different from the postulated distribution. Statistical tests of significance allow for specifying the probability (or risk) of making either of these types of error. Usually, the probability of making the first type of error (incorrectly rejecting the postulated distribution when in fact it is identical with the true distribution) is specified, and no statement is made with regard to the second type of error. The specification of the first type of error is expressed as a "significance level." Common significance levels are 0.01, 0.05, and 0.10. Thus, when a test is made at the 0.05 (5%) level, the engineer takes the chance (risk) that 5% of the rejected postulated distributions are in fact identical with the corresponding true distributions. For a complete discussion of the theory underlying this and other statistical tests of significance, the reader is referred to any standard text on statistics.

Chi-Square (\( \chi^2 \)) Test

The best known test of goodness-of-fit is the chi-square (\( \chi^2 \)) test, which is described as follows:

Let \( f = \) observed frequency for any group or interval and \( F = \) computed or theoretical frequency for the same group. Then, by definition:

\[
\chi^2 = \sum_{i=1}^{g} \frac{(f_i - F_i)^2}{F_i} \tag{3.52}
\]

where \( g \) is the number of groups.

Expanding,

\[
\chi^2 = \sum_{i=1}^{g} \left[ \frac{f_i^2}{F_i} - 2 \frac{f_i F_i}{F_i} + \frac{F_i^2}{F_i} \right]
= \sum_{i=1}^{g} \frac{f_i^2}{F_i} - 2 \sum_{i=1}^{g} f_i + \sum_{i=1}^{g} F_i
\]
In the fitting process, the total number of theoretical observations is set equal to the total number of experimental observations. Thus,

$$\sum_{i=1}^{g} f_i = \sum_{i=1}^{g} F_i = n$$

where \( n \) is the total number of observations. Then

$$\chi^2 = \left( \sum_{i=1}^{g} \frac{f_i^2}{F_i} \right) - n \quad (3.53)$$

Either Eq. 3.52 or Eq. 3.53 may be used for purposes of computation. Usually, Eq. 3.53 will simplify the amount of work involved.

The value of \( \chi^2 \) obtained by this method is then compared with the value from tables of \( \chi^2 \), which may be found in any collection of statistical tables. Such tables relate the value of \( \chi^2 \) and significance level to the degrees of freedom.* The number of degrees of freedom, \( \nu \), may be expressed 65–67:

$$\nu = (g - 1) - A$$

where \( g \) = number of groups and \( A \) = number of parameters estimated in the fitting process. The following table lists information for several distributions:

<table>
<thead>
<tr>
<th>Distribution</th>
<th>( A )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>1</td>
<td>( g-2 )</td>
</tr>
<tr>
<td>Negative binomial</td>
<td>2</td>
<td>( g-3 )</td>
</tr>
<tr>
<td>Generalized Poisson</td>
<td>2</td>
<td>( g-3 )</td>
</tr>
<tr>
<td>Binomial</td>
<td>2</td>
<td>( g-3 )</td>
</tr>
</tbody>
</table>

For this value of \( \nu \) to be valid, however, it is necessary that the theoretical number of occurrences in any group be at least 5. One writer 67 further stipulates that the total number of observations be at least 50. When the number of theoretical occurrences in any group is less than 5, the group interval should be increased. For the lowest and highest groups this may be

---

* In using a table of \( \chi^2 \), care should be exercised to note the manner in which the table is entered with the significance level. If the table is so constructed that for a given number of degrees of freedom the value of \( \chi^2 \) increases with decreasing percentiles (probabilities), the table is entered with the percentile corresponding to the significance level. If the table is such that the value of \( \chi^2 \) increases with increasing percentiles, the table is entered with the significance level subtracted from one. (In this case, 1.00 - 0.05 = 0.95.)

---

*Values obtained from Pearson's Tables of the Incomplete Gamma Function.\(^{11}\)
<table>
<thead>
<tr>
<th>Number of Cars per Interval</th>
<th>Observed Data</th>
<th>Binomial Distribution</th>
<th>Poisson Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>($x_i$)</td>
<td>($f_i$)</td>
<td>($f_i x_i$)</td>
<td>($F_i$)</td>
</tr>
<tr>
<td>&lt;3</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>9</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2.9</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>40</td>
<td>6.2</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>60</td>
<td>9.8</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>77</td>
<td>12.3</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>80</td>
<td>12.1</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>99</td>
<td>9.4</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>90</td>
<td>5.8</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>11</td>
<td>2.8</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>12</td>
<td>1.0</td>
</tr>
<tr>
<td>&gt;12</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

|TOTAL| 64| 478| 3,822| 64.0| 64.90| 64.0| 75.46|

$m = \frac{478}{64} = 7.469$

$\hat{p} = \frac{64}{478} = 0.46$

$n = 16.08$

$\hat{m} = 478$

$\Sigma f_i^2/F_i - \Sigma f_i = 64.90 - 64.0 = 5.90$

$S^2 = \frac{3822 - \Sigma f_i^2/F_i - \Sigma f_i}{64} = 0.90$

$p = 7 - 2 = 5$

$\chi^2_{obs} = 7.81$

$\chi^2_{0.05} = 11.07$ * Poisson distribution used for reference.

* Accept fit at 0.05 level.

* Reject fit at 0.05 level.
accomplished by making these groups “all less than” and “all greater than,” respectively.

Table B.3 demonstrates the computations for the \( \chi^2 \) test.

**Kolmogorov–Smirnov Test for Goodness-of-Fit**

In addition to the \( \chi^2 \) test, the Kolmogorov–Smirnov (K–S) test is another technique for testing goodness-of-fit. The necessary calculations are relatively simple; and like the \( \chi^2 \) test, it is nonparametric or distribution-free (i.e., no assumption is made concerning the shape of the population from which the samples are drawn). The test is based on the simple measurement of the maximum vertical difference between the two cumulative probability distributions. This may be done graphically or it may be done in tabular form. It is necessary only to find the maximum absolute difference between the theoretical and observed cumulative distributions. This maximum difference is then compared with the tabulated or computed value of the K–S statistic. Table B.4 gives values of the K–S statistic for various sample sizes and levels of significance.

The K–S test is particularly valuable in cases where the number of observations is small.

This test cannot be used when the population parameters are estimated from the observations, inasmuch as the correction of the critical value (because of such estimation) is unknown. Where adequate data are available, this restriction concerning parameter estimation may be overcome by the following procedure: One half of the data is used to estimate the parameters; the other half of the data is then used for fitting to the population represented by the parameters. This procedure is illustrated by Tables 3.6 and 3.7 in text.

**B–8 VARIANCE OF EXPERIMENTAL OBSERVATIONS**

Over the years there has been no standardization as to the definition of the variance of a set of experimental observations. Some writers have defined the variance as computed simply with respect to the sample and then have applied a correction to obtain the unbiased estimate of the population variance; others have defined the unbiased estimate of the population variance as the experimental variance. For purposes of the present volume, the latter definition has been adopted; namely,

\[
\hat{s}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \overline{x})^2 = \frac{1}{n-1} \sum (x_i - m)^2
\]

where \( \hat{s}^2 \) is the unbiased estimate of population variance as computed from sample, here termed the "variance of experimental data."

Estimation of the population variance and correction of the sample variance to give the unbiased population variance (Bessel's correction) have been clearly described by Neville and Kennedy, as follows:

---

* B. W. Lindgren, personal communication.
Consider a sample of size \( n \) drawn from a population with a mean \( \mu \) and standard deviation \( \sigma \).

Let \( x_i \) be an observation in the sample. Then
\[
\begin{align*}
(x_i - \mu) &= (x_i - \bar{x}) + (\bar{x} - \mu) \quad \Rightarrow \quad (x_i - \bar{x}) = \varepsilon
\end{align*}
\]
where \( \varepsilon = \mu - \bar{x} \) is the "error" or deviation of the sample mean, \( \bar{x} \). Squaring, we obtain
\[
(x_i - \mu)^2 = (x_i - \bar{x})^2 + \varepsilon^2 - 2\varepsilon(x_i - \bar{x})
\]
For all the observations in the sample, we sum for \( i \) from 1 to \( n \) and obtain
\[
\Sigma(x_i - \mu)^2 = \Sigma(x_i - \bar{x})^2 + \Sigma \varepsilon^2 - 2\varepsilon \Sigma(x_i - \bar{x})
\]
But \( \Sigma(x_i - \bar{x}) = 0 \) by definition of \( \bar{x} \). Therefore,
\[
\Sigma(x_i - \mu)^2 = \Sigma(x_i - \bar{x})^2 + n\varepsilon^2
\]
If we repeat this calculation for a large number of samples, the mean value of the left-hand side of the above equation will (by definition of \( \sigma^2 \)) tend to \( n\sigma^2 \). Similarly, the mean value of \( n\varepsilon^2 = n(\mu - \bar{x})^2 \) will tend to \( n \) times the variance of \( \bar{x} \) because \( \varepsilon \) represents the deviation of the sample mean from the population mean. Thus,
\[
ne \rightarrow n \left( \frac{\sigma^2}{n} \right)
\]
whence
\[
ns \rightarrow \Sigma(x_i - \bar{x})^2 + \sigma^2
\]
or
\[
\Sigma(x_i - \bar{x})^2 \rightarrow (n - 1)\sigma^2
\]
Thus
\[
\frac{\Sigma(x_i - \bar{x})^2}{n - 1} \rightarrow \sigma^2
\]
In other words, for a large number of random samples the mean value of \( \frac{\Sigma(x_i - \bar{x})^2}{n - 1} \) tends to \( \sigma^2 \); that is, it is an unbiased estimate of the variance of the population. The estimate is denoted by \( s^2 \). Thus
\[
s^2 = \frac{\Sigma(x_i - \bar{x})^2}{n - 1}
\]
Since the variance of the sample (taken as a finite population with a mean \( \bar{x} \)) \( \sigma^2 \) is given by
\[
\sigma^2 = \frac{\Sigma(x_i - x)^2}{n}
\]
Bessel's correction is
\[
\frac{s^2}{\sigma^2} = \frac{n}{n - 1}
\]
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C–1 PACEY’S PLATOON DIFFUSION

Pacey has formulated a model for platoon diffusion that may be described as follows:

Let

\[ f(u)du \] = the probability distribution of platoon speeds, assumed to be a normal distribution,
\[ \tau = \text{travel time between two observation points} \]
\[ = D/u \text{ where } D = \text{distance between the observation points,} \]
\[ g(\tau) d\tau = \text{distribution of travel times.} \]

The probability that a trip time lies between \( \tau \) and \( \tau + d\tau \) is the same as the probability that the corresponding speed lies between \( u \) and \( u + du \).

Noting that \( u = D/\tau \), \( du = -\frac{D}{\tau^2} d\tau \).

Thus,

\[ g(\tau) \, d\tau = f(u) \, du = f\left(\frac{D}{\tau}\right) \left(\frac{D}{\tau^2}\right) d\tau \]

(The minus sign of the expression for \( du \) is dropped because probabilities are always positive.) Now, because speeds are assumed to be normally distributed,

\[ f(u) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left[-\frac{(u-\bar{u})^2}{2\sigma^2}\right] \]

where \( \sigma \) is the population standard deviation of speed. Therefore,

\[ g(\tau) = \frac{D}{\sigma \tau^2 \sqrt{2\pi}} \exp\left[-\frac{\left(\frac{D}{\tau} - \frac{\bar{u}}{D}\right)^2}{2\sigma^2}\right] \]

Letting \( z = \frac{\sigma}{D} \),

\[ g(\tau) = \frac{1}{\tau^2 \sqrt{2\pi} \sigma_{\omega}} \exp\left[-\frac{(1 - \frac{\bar{u}}{D})^2}{2\sigma^2}\right] \]

Considering now the two observation points, the number of cars passing the first point is \( q_1(t)dt \) in the interval \([t, (t + dt)]\). Of this flow, the number of cars passing the second observation point will be \( q_2(t)g(\tau)dt \) in the interval \([(t + \tau), (t + \tau + dt)]\).

The total number of cars passing point two in the interval \([T, (T + dT)]\) is

\[ q_2(T) \, dT = \int_T^t q_1(t) g(T-t) \, dt \, dT, \]

integration being over all values of \( t \) for which \( q_1(t) > 0 \).

For real cases histograms result rather than continuous curves. Thus the following expression is employed,

\[ q_2(t) = \sum_i q_1(i) g(j-i) \]

where \( i \) and \( j \) are discrete intervals of the histogram.

It should be noted that the foregoing analysis assumes that passing is possible at will.

* Reference citations are listed in Chapter 7.
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D-1 DISCUSSION OF SIMSCRIPT AND GPSS

Many simulation languages exist, especially when one includes those written in Europe; the two best known in the United States are SIMSCRIPT and GPSS. Before proceeding with brief descriptions and a comparison of these two languages, it will be helpful to consider the following glossary.

Assembler A computer programming language that provides a one-to-one correspondence between mnemonic symbols (source language) and the natural machine language commands (object language), but usually with the automation of such tasks as the assignment of memory addresses. The program written in assembly language is converted to a program in machine language by an assembly program. The assembled program is then used for computer runs.

Interpreter A computer programming language that provides the capability for programming extensive computations by a simple (source) language. The conversion to the machine (object) language usually involves the provision of many machine-language commands for each source command. This conversion is performed during the computation run and is repeated each time the source language calls for a particular function or computation. Thus, the interpretation program must occupy part of the computer memory during running, and the interpretation during each iteration can greatly increase the computation time.

Compiler A computer programming language in which programs are written in a source language closely adapted to the type of computation to be performed and in which the conversion to machine (object) language involves the compiling of a number of library subroutines. The compilation is performed prior to the computation run.

Endogenous event An event affecting the program from inside the simulation.

Exogenous event An event affecting the program from outside the simulation.

SIMSCRIPT

SIMSCRIPT is a compiler-type language based on FORTRAN. In SIMSCRIPT the system is described in terms of entities, attributes, sets, and events. For instance, cars, intersections, streets, etc., would constitute entities. Attributes of each car would include destination, gap acceptance criteria, normal acceleration, desired cruise speed, etc. Sets would include all cars in queue on the northbound leg of intersection 23, all cars moving as a platoon from intersection 18 to intersection 19, etc. An event represents one or more actions that take place instantaneously at a given time (e.g., main street signal turns green). An activity is an occurrence that takes place between two events (e.g., car has left intersection 14 but has not yet reached intersection 15). The state of the system at any time is given by attribute values and set memberships of all individual entities. The state is changed by the occurrence of an event. Changes in state may be responses to commands such as

CREATE or DESTROY an individual entity.
ALTER set membership of an individual entity.
CHANGE numerical value of an attribute.

Events are handled by FORTRAN-like subroutines. Endogenous events are triggered dynamically from within the model. Exogenous events may be scheduled prior to the start of the simulation run. Statistics may be accumulated. Output is obtained through the use of a report generator whose format is defined on a format definition form. Input consists of definition cards, initialization cards, and subprograms.

The various inputs are handled as follows: defined items are converted directly into machine-coded subroutines that will control the

* Reference citations are listed in Chapter 9.
storage and retrieval functions; machine-coded dynamic control (timing) subroutines are also produced directly. SIMSCRIPT subprograms are converted into FORTRAN source language subroutines. These FORTRAN subroutines are then compiled by a standard FORTRAN compiler. Initialization cards are treated as data.

GPSS (General Purpose System Simulator)

GPSS is an interpreter-type simulation language that describes the system in terms of blocks, transactions, and equipment using block diagrams.

gpss provides the following elements:

1. Basic elements
   Blocks
   Transactions
2. Equipment elements
   Facilities
   Storages
   Logic switches
3. Statistical elements
   Queues
   Distribution tables
4. Reference elements
   “Savexes”

5. Computational elements
   Arithmetic variables
   Functions

Transactions, temporary elements having eight parameters and eight priority levels, move from one block to another in the model. As a transaction enters a block a subroutine associated with the block type causes a change in the state of the system. Transactions are created by ORIGANATE and GENERATE blocks and are destroyed by TERMINATE and ASSEMBLE blocks. Time is advanced in discrete steps, the value of the step being designated by the user.

Outputs consist of a standard set of statistics written on the output tape at the end of the run.

Inputs consist of definition cards, each of which defines a block, function, table, arithmetic variable, or storage capacity.

Comparison of SIMSCRIPT and GPSS

Table D.1 compares SIMSCRIPT with GPSS, based on the work of Murphy and Teichrow and Lubin. To summarize, SIMSCRIPT is more efficient than GPSS but requires a much higher level of skill on the part of the user; thus, GPSS is easier for use by the beginner.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SIMSCRIPT</th>
<th>GPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>General type</td>
<td>Compiler</td>
<td>Interpreter</td>
</tr>
<tr>
<td>Basic language</td>
<td>FORTRAN</td>
<td>None</td>
</tr>
<tr>
<td>User requirements</td>
<td>Must know FORTRAN</td>
<td>None</td>
</tr>
<tr>
<td>Ease of use</td>
<td>Difficult; diagnostics limited; expert help needed</td>
<td>Easy</td>
</tr>
<tr>
<td>Can be used for</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>nonsimulation programs</td>
<td>Event routine</td>
<td>Block</td>
</tr>
<tr>
<td>Basic unit of program</td>
<td>Variable</td>
<td>Fixed</td>
</tr>
<tr>
<td>Time increments</td>
<td>Flexible format</td>
<td>Fixed format</td>
</tr>
<tr>
<td>Report generator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable names can be assigned to parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory used for testing problem</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Run time for test problem</td>
<td>Y</td>
<td>2Y</td>
</tr>
<tr>
<td></td>
<td>3.6 min</td>
<td>26.8 min</td>
</tr>
</tbody>
</table>

* In tests by Murphy.26
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D-2 SIMULATION PROGRAM LISTING

00100 REM A=ARRIVAL LIST
00105 REM A1=ALPHA=PROPORTION RESTRAINED
00110 REM A2=(1-ALPHA)=PROPORTION UNRESTRAINED
00115 REM B=GREENSHIELDS' DEPARTURES LIST
00120 REM C1=MAIN CLOCK
00125 REM C2=TIME OF NEXT SIGNAL CHANGE
00130 REM C3=TIME OF ARRIVAL
00135 REM D1=SCAN INTERVAL IN SECONDS
00140 REM D2=DURATION OF RUN IN HOURS
00145 REM D3=TIME OF NEXT DEPARTURE
00150 REM D4=TIME OF LAST DEPARTURE
00155 REM D9=LARGE DEPARTURE TIME
00160 REM G1=SIGNAL STATE: 0=RED; 1=GREEN
00165 REM G2=GREEN+AMBER DURATION IN SECONDS
00170 REM G3=TIME CURRENT GREEN INTERVAL STARTED
00175 REM H1=HEADWAY OF ARRIVAL
00180 REM H2=MINIMUM HEADWAY FOR PASSAGE OF MOVING CAR
00185 REM L1=(LOCATION OF LAST ARRIVAL)-1
00190 REM L2=INDEX OF DEPARTURE
00195 REM N=NUMBER OF DEPARTURES FROM QUEUE
00200 REM M=NUMBER OF CARS PASSING THRU WITHOUT QUEUEING
00205 REM X1=RED INTERVAL DURATION IN SECONDS
00210 REM R2=FIRST RANDOM NUMBER
00215 REM R3=SECOND RANDOM NUMBER
00220 REM S1=SUM OF DELAYS
00225 REM T1=ARRIVAL CONSTANT
00230 REM T2=ARRIVAL CONSTANT
00235 REM U1=UTILIZATION: 1=FULLY UTILIZED; 0=NOT FULLY UTILIZED
00240 REM U2=COUNT OF GREEN INTERVALS NOT FULLY UTILIZED
00245 REM U3=COUNT OF ALL GREEN INTERVALS
00250 REM Q1=MAX QUEUE LENGTH
00255 REM Q2=FLOW LEAVING INTERSECTION
00260 REM X1=MOVING DEPARTURE; 0=DEPARTURE FROM QUEUE
00265 REM INITIALIZE
00270 DIM A(30), B(30)
00275 MAT A=255
00280 U2=U3=0
00285 LI=C1=C3=G1=S1=M=N=X1=0
00290 Q1=0
00295 PRINT "TYPE VOLUME IN VEHICLES PER HOUR";
00300 INPUT V
00305 IF V>669 THEN 00930
00310 PRINT "TYPE DURATION OF RED AND DURATION OF (GREEN+AMBER)";
00315 PRINT "IN SECONDS";
00320 INPUT R1, G2
00325 PRINT "TYPE DURATION OF RUN IN HOURS";
00330 INPUT D2
00335 PRINT "TYPE SCAN INTERVAL IN SECONDS";
00340 INPUT D1
00345 PRINT "TYPE MIN. HDWY. FOR MVC. PASSAGE IN SEC";
00350 INPUT H2
00355 T1=8.5
00360 T2=24-0.122*V
00365 D9=3600*D2+1
00370 PRINT
00375 PRINT
00380 D3=D9
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00385 E1=1.0
00390 A1=0.00115*V
00395 A2=1-A1
00400 B(1)=3.8
00405 B(2)=6.9
00410 B(3)=9.6
00415 B(4)=12.0
00420 B(5)=14.2
00425 FOR I=6 TO 30
00430 B(I)=14.2+2.1*(I-5)
00435 NEXT I
00440 C2=C1+R1
00445 D4=C2
00450 REM
00455 REM
00460 REM GENERATE ARRIVAL
00465 H2=RND(X)
00470 H3=RND(X)
00475 IF H2<=A1 THEN 00490
00480 H=T2*(-LOG(H3))
00485 GO TO 00495
00490 H=T1*(-LOG(H3))+E1
00495 C3=C3+H
00500 GO TO 00685
00505 REM ENTER ARRIVAL INTO QUEUE LIST
00510 A(L1+1)=C3
00515 L1=L1+1
00520 IF L1<=Q1 THEN 00530
00525 Q1=L1
00530 GO TO 00535
00535 REM PROCESS DEPARTURES
00540 IF G1=0 THEN 00670
00545 IF D3>C1 THEN 00670
00550 IF D3>C2 THEN 00670
00555 D4=D3
00560 REM CHECK IF MOVING
00565 IF X1=1 THEN 00655
00570 S1=S1+D3-A(1)
00575 N=N+1
00580 FOR I=1 TO Q1
00585 A(I)=A(I+1)
00590 NEXT I
00595 L2=L2+1
00600 IF L1=0 THEN 00615
00605 IF L1<0 THEN 00920
00610 L1=L1-1
00615 GO TO 00620
00620 IF L1>0 THEN 00640
00625 X1=1
00630 D3=D9
00635 GO TO 00665
00640 REM
00645 D3=G3+B(L2)
00650 GO TO 00665
00655 M=M+1
00660 D3=D9
00665 REM
00670 REM CHECK IF TIME TO GENERATE NEW ARRIVAL
00675 IF C1>=C3 THEN 00460
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00680 REM
00685 REM CHECK COMPLETION OF RUN AND OUTPUT RESULTS
00690 IF C1>D2*3600 THEN 00770
00695 Q2=(N+M)/D2
00700 PRINT " SIGNALIZED INTERSECTION SIMULATION"
00705 PRINT " INPUT VOLUME=V1;""VEHICLES PER HOUR"
00710 PRINT "SIGCYCLE";R1;"SEC. RED";G2;"SEC. GREEN+AMBER"
00715 PRINT "MIN. HDWY FOR MOVING PASSAGE=";H2;"SECONDS"
00720 PRINT " RESULTS"
00725 PRINT
00730 PRINT "FLOW LEAVING INTERSECTION=";G2;"VEHICLES PER HOUR"
00735 PRINT "MAXIMUM QUEUE LENGTH=";G1
00740 PRINT "TOTAL DELAY";S1;"VEHICLE SECONDS FOR RUN OF";D2;"HOURS"
00745 PRINT "TOTAL GREEN INTERVALS=";U3
00750 PRINT "NUMBER OF GREEN INTERVALS NOT FULLY UTILIZED=";U2
00755 GO TO 00925
00760 REM
00765 REM INCREMENT CLOCK, CHECK SIGNAL STATUS; CHANGE IF READY.
00770 C1=C1+D1
00775 IF C2>C1 THEN 00855
00780 IF G1=0 THEN 00815
00785 REM CHANGE TO RED
00790 G1=0
00795 X1=0
00800 C2=C2+H1
00805 GO TO 00860
00810 REM CHANGE TO GREEN
00815 G1=1
00820 U1=1
00825 U3=U3+1
00830 L2=1
00835 G3=C2
00840 C2=C2+G2
00845 D4=G3
00850 D3=G3+B1
00855 REM CHECK IF TIME TO PROCESS NEW ARRIVAL
00860 IF C1<C3 THEN 00535
00865 IF X1=0 THEN 00505
00870 IF L1>0 THEN 00905
00875 IF C3>(D4+H2) THEN 00905
00880 IF U1=0 THEN 00895
00885 U1=0
00890 U2=U2+1
00895 D3=C3+T3
00900 GO TO 00535
00905 X1=0
00910 GO TO 00505
00915 REM
00920 PRINT "QUEUE INDEX ERROR"
00925 STOP
00930 PRINT "VOLUME TOO GREAT"
00935 STOP
00940 END
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The Transportation Research Board operates within the Commission on Sociotechnical Systems of the National Research Council. The Council was organized in 1916 at the request of President Woodrow Wilson as an agency of the National Academy of Sciences to enable the broad community of scientists and engineers to associate their efforts with those of the Academy membership. Members of the Council are appointed by the president of the Academy and are drawn from academic, industrial, and governmental organizations throughout the United States.

The National Academy of Sciences was established by a congressional act of incorporation signed by President Abraham Lincoln on March 3, 1863, to further science and its use for the general welfare by bringing together the most qualified individuals to deal with scientific and technological problems of broad significance. It is a private, honorary organization of more than 1,000 scientists elected on the basis of outstanding contributions to knowledge and is supported by private and public funds. Under the terms of its congressional charter, the Academy is called upon to act as an official—yet independent—advisor to the federal government in any matter of science and technology, although it is not a government agency and its activities are not limited to those on behalf of the government.

To share in the task of furthering science and engineering and of advising the federal government, the National Academy of Engineering was established on December 5, 1964, under the authority of the act of incorporation of the National Academy of Sciences. Its advisory activities are closely coordinated with those of the National Academy of Sciences, but it is independent and autonomous in its organization and election of members.