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ABSTRACT
Accuracy measures are used to quantify the accuracy of road traffic and pedestrian flow observations, models, simulations and predictions. We propose two new ways to measure the accuracy, by introducing and quantifying the phase error and the diffusion error. These errors take into account specific features that are of interest in traffic and pedestrian flow models. The phase error penalises a wrong estimate of the location of a high density region, the diffusion error penalises too smooth transitions between high density and low density regions. Combining the results of both accuracy measures, gives better insight than traditional accuracy measures into how the methodologies or models may be improved. Test cases show the application of the accuracy measures for the selection of a simulation method and for parameter estimation. Moreover, they show how the measures can be applied both for (one dimensional) road traffic flow and for (two dimensional) pedestrian flow.
INTRODUCTION
Practical applications of traffic and pedestrian flow theory include many steps in which accuracy is important: the flow is observed, a model and simulation tool are built and their parameters are estimated. The model can then be used for predictions, either or not based on real time data. In all these steps errors are made: there are discrepancies between reality and observation, between observations and models, between models and simulations based on them. One step further, Huber et al. \cite{1} introduce methods to assess the accuracy of traffic information.

A lot of research effort has been put into assessing the accuracy of the steps. Qualitative assessments are used to show whether certain characteristics or phenomena are well represented \cite{2, 3, 4, 5}. Yet, more effort has been put into quantification of accuracy and their application in model choice, parameter calibration, validation and sensitivity analysis \cite{6, 7, 8, 9, 10, 11, 12, 13}. However, the way accuracy is quantified is often straightforward and does not provide information on the type of error that was made. For example, variables are compared on a one-to-one basis: the predicted value of a selected variable (e.g. speed, headway, density) at certain locations and times is compared to the reference value at the same locations and times. For each location and time the difference is computed and the difference is averaged over the whole space and time domain. The averaging can be done in many ways \cite{12}, including the mean error (ME), mean absolute error (MAE) and root mean square error (RMSE). Therefore, the accuracy measure does not give insight into what causes the error and how improvements in the applied methodologies can help to increase the accuracy.

Our main contribution is the introduction of two new accuracy measures that do give insight into the type of error and take into account the specific features of traffic and pedestrian flow, such as chaotic behaviour and the importance of sharp transitions and the location and time when congestion occurs. The new accuracy measures apply the concepts of phase error and diffusion error and are introduced in the next section. They can be applied to both (one dimensional) road traffic flow and to (two dimensional) pedestrian flow, as we show in the Section ‘Case Studies’. We conclude by discussing the main results and future research directions.

ACCURACY MEASURES
Traffic and pedestrian flows show large and sometimes sudden changes in the values of important variables. Congestion occurs locally and there may be congestion with low speeds just upstream of an on ramp, while 500 meter downstream traffic is free flowing and speeds are high. Additionally, stop and go waves are characterised by high and steep changes in density and speed. Pedestrian flows also show complex phenomena such as lane formation and clogging upstream of an exit. We introduce accuracy measures that can handle these key phenomena and include high penalties if they are represented badly. We focus on three important features:

1. key phenomena with steep state changes over time and/or space such as a sudden drops in speed (e.g. at the tail of congestion) or sudden speed increases (e.g. just upstream of a bottleneck) \cite{14, 15},
2. key phenomena with states alternating over space and possibly time such as stop and go waves in road traffic or lanes in pedestrian flows \cite{16, 17, 18},
3. the speed or velocity of high density areas, causing spill back and possible blockage of ramps, exits or other parts of networks \cite{2, 19, 20}.

We select those features because they characterise traffic and pedestrian flows and the features distinguish them from many other types of flows such as most fluid flows.
To measure the accuracy of a data set, a model, a simulation or a prediction, its variables (e.g. speed, velocities, densities or headways) are compared to those of a reference or ‘ground truth’. We propose two new accuracy measures for traffic and pedestrian flows. They are based on the concepts of phase error and diffusion error, as introduced in the next section. Unlike the traditional measures, the new measures take into account the specific features of traffic and pedestrian flows as described above. They do this by measuring whether the location of high density areas is reproduced correctly (phase error) and by measuring how well sharp transitions are reproduced (diffusion error).

**Location of Centre of Mass and Phase Error**

Both the phase error and the diffusion error use the concept of centre of mass to quantify the accuracy. In physics, the centre of mass is defined as the point at which the entire weight of a body may be considered as concentrated so that if supported at this point the body would remain in equilibrium in any position. We translate the location of the centre of mass $\vec{X}$ as the point where all particles (vehicles or pedestrians) may be considered as concentrated. The concept is illustrated in Figure 1(a). We define the location of the centre of mass at time $t$. The location $\vec{x}_n$ of the $n$-th particle is supposed to be known for all particles $n \in N$ present at time $t$. The location of the centre of mass $\vec{X}_{\text{particle}}$ is defined as follows:

$$\vec{X}_{\text{particle}} = \frac{1}{N} \sum_{n=1}^{N} \vec{x}_n$$

(1)

with $\vec{X}_{\text{particle}}$ and $\vec{x}_n$ scalar in one dimensional road traffic flow and column vectors with two rows in two dimensional pedestrian flow.
In a more generic case, location of the centre of mass within the domain $\Omega$ can be defined as:

$$\vec{X} = \frac{\int_{\vec{x} \in \Omega} \rho(\vec{x}) \vec{x} \, d\vec{x}}{\int_{\vec{x} \in \Omega} \rho(\vec{x}) \, d\vec{x}}$$

(2)

In a continuum model $\rho(\vec{x})$ would be the density at location $\vec{x}$, but it can also be interpreted as the probability that a particle is present at location $\vec{x}$. This definition is useful if the density at every point in the domain is known, or can be derived. If the domain can be subdivided into $i \in [1 : I]$ cells (road segments with a certain length or regions with a certain area), and the cells have constant density $\rho_i$, then (2) reduces to:

$$\vec{X}_{\text{continuum}} = \frac{\sum_{i=1}^{I} A_i \rho_i \vec{x}_i}{\sum_{i=1}^{I} A_i \rho_i}$$

(3)

with $A_i$ the length (in one dimensional flow) or area (in two dimensional flow) of the $i$-th cell. Therefore, $A_i \rho_i$ is the (expected) number of particles within cell $i$. $\vec{x}_i$ denotes the location of the centre of mass of the cell, which can be computed easily if the cell has a simple shape and $\rho_i$ is constant within the cell. The definition in (3) is useful if data from loop detector is available or if continuum flow models are applied.

**Phase Error**

A phase error occurs if the average speed of the particles is too low or too high or if they move in the wrong direction, see Figure 2(b). This results in an inaccuracy in the location of patterns such as a high density/low speed region in a congestion pattern or in lanes formed in bi-directional pedestrian flow. The difference in the location of the centre of mass between the reference solution and the test solution is therefore a measure for the phase error:

$$\vec{E}_{\text{phase}} = \vec{X}_{\text{test}} - \vec{X}_{\text{ref}}$$

(4)

We note that in some cases a phase error is something to avoid, for example when one wants to predict if or when the tail of a queue upstream of a traffic light will reach the next upstream intersection. In other cases, such as with lanes formed in bi-directional pedestrian flow, a phase error
may only indicate that the high and low density/speed regions have ‘swapped’: e.g. pedestrians walk from left to right where they were supposed to walk from left to right and vice versa. This type of phase error does not pose a problem in most applications. The difference between two causes for phase errors implies that they always need an interpretation to understand whether the phase error should be avoided or it can be ignored.

Height of Centre of Mass and Diffusion Error
To quantify the diffusion error we use the concept of centre of mass in a slightly different way and use it to define the centre of mass in the direction of a fundamental variable such as density, speed or x- or y-velocity. The concept is illustrated in Figure 1(b). We define the centre of mass in the direction of the fundamental variable, as the centre of mass of the area under its profile. In the figure, the position of $N + 1$ vehicles is depicted, with $x_n$ the location of the $n$-th particle. In this case, each bar indicates one vehicle. The centre of mass in the direction of variable $f$ is the height of the combined centre of mass of all $N$ bars:

$$F = \frac{1}{N} \sum_{n=1}^{N} f_n \frac{2}{2}$$  \hspace{1cm} (5)

We note that (5) also holds in two dimensional cases. Generalization of (5) without assuming each cell contains exactly one particle, but instead taking a continuum approach as in (3), leads to:

$$F_{\text{continuum}} = \frac{\sum_{i=1}^{I} A_i \rho_i f_i}{2 \sum_{i=1}^{I} A_i \rho_i}$$  \hspace{1cm} (6)

with $A_i$ the area of the $i$-th cell and $\rho_i$ its density, which is assumed to be constant. Consequently, $A_i \rho_i$ is the number of particles in the $i$-th cell. Finally, further generalisation gives, similar to (2):

$$F = \frac{\int_{\vec{x} \in \Omega} \rho(\vec{x}) f(\vec{x}) \, d\vec{x}}{2 \int_{\vec{x} \in \Omega} \rho(\vec{x}) \, d\vec{x}}$$  \hspace{1cm} (7)

Diffusion error
A diffusion error occurs if transitions between areas with a high value of the fundamental variable and with a low value become too smooth, see Figure 2(c). If the fundamental variable is density, high density regions get a lower density and vice versa. Therefore, if transitions are sharp, the centre of mass in density direction is higher than when transitions are smoother. The difference in the centre of mass in the direction of the fundamental variable between the reference solution and the test solution is a measure for the diffusion error:

$$E_{\text{diff}} = F_{\text{test}} - F_{\text{ref}}$$  \hspace{1cm} (8)

CASE STUDIES
We discuss the concepts of phase and diffusion error further using some case studies. The case studies compare simulation results with analytical model solution (for road traffic, case 1), and with experimental data (for pedestrian flows, case 2). Errors are quantified using our newly developed accuracy measures and traditional ones. The results show that the new accuracy measures give insight into how accurate simulation results are and help to identify the cause of inaccuracies.
Case 1: Queue Upstream of Traffic Light
This case illustrates the application of the new accuracy measures to compare simulation results with the analytical model solution. We consider a hypothetical one lane road with a queue (density is jam density) of vehicles in front of a red light. Downstream of the queue the density is initially zero, the length of the queue is 2 kilometre and upstream of the queue the initial density is half of critical density. At time $t = 0$, the red light turns green and vehicles start driving. To determine the traffic state until the queue has solved, we use the LWR model (19, 21) with a parabolic-linear fundamental diagram (22) with maximum speed 33.3 m/s, critical speed 20.8 m/s, critical density 0.33 vehicles/m and jam density 0.2 vehicles/m.

Analytical and numerical solution
We solve this problem both analytically and by simulation. We use three different simulation methods: a minimum supply demand method with explicit time stepping (23, 24), an upwind method with explicit time stepping (25) and an upwind method with implicit time stepping (26). Furthermore, we vary the time step size to study the influence of the Courant-Friedrichs-Lewy (CFL)-number (27). With a small time step size, the CFL-number is small and a simulation takes long. However, with a too large time step size, the CFL-number is larger than 1 and the minimum supply demand method and the upwind method get unstable, resulting in unrealistic simulation results. The simulation results and the exact solution are shown in Figure 3 and 4.

Accuracy
Analysis of the numerical methods show that all methods are first order accurate, implying that the global error is proportional to the numerical resolution (28). However this does not mean that, in practice, the accuracy of the methods is similar. To measure the accuracy of the simulation results, they are compared to the exact solution. We do this only at time $t = 600$ s, which is representative for the whole time period. For all solutions we compute the centre of mass of the cross sections shown in Figure 4. The phase error and diffusion error are computed as in (4) and (8), respectively. For the diffusion error we use the density as variable: $f = \rho$. The errors are shown in Figure 5.

Results
The results in Figure 5 show that the minimum supply demand method always performs worse than the upwind explicit method. The performance of the upwind implicit method depends on the time step size: it gives relatively high accuracy if the CFL-number is small, while accuracy is low (errors are large) if it is large. For CFL-numbers larger than 1, the minimum supply demand method and the upwind explicit method become unstable and give very unrealistic results and they are therefore omitted from the figure. The accuracy of the upwind implicit method decreases with increasing CFL-number, but the accuracy is of the same order as that of the minimum supply demand method. Furthermore, the results show that, for the minimum supply demand and the upwind implicit method, the phase error depends more strongly on the CFL-number than the diffusion error. For the upwind explicit method the difference is not clearly visible from the graphs.

Discussion
These results give insight into when to use which numerical method. A large error, has to be weighted against a large computation time (i.e. small time steps). Furthermore, if the phase error is important in the application (for example if one wants to know whether congestion will spill
FIGURE 3 Densities computed with different numerical methods and fixed time step size. The vertical dashed line indicates the time for which cross sections are shown in Figure 4. The other dashed lines indicate sharp boundaries in the analytical solution.

![Graph showing different numerical methods and fixed time step size.](image)

FIGURE 4 Density profiles at time $t = 600$ s with different numerical methods and time step sizes.

![Graph showing density profiles.](image)

back until a certain off ramp), than also the CFL-number should be taken into account. If a small diffusion error is more important, than it is less important to chose a good CFL-number, as long as it is not larger than 1 with the minimum supply demand method or the upwind explicit method. We note that no final conclusion on an appropriate numerical method can be drawn from this very limited test case. Instead a wider range of tests such as in (26) should be performed. However, the test case shows how the new accuracy measures can be applied to support the choice of simulation method.

Case 2: Bidirectional Pedestrian Flow
In this case we illustrate how to compare data from an experiment with bidirectional pedestrian flows (29) with simulation results and how to apply the results in parameter estimation. We consider a 10 meter long and 4 meter wide corridor. Two groups of pedestrians cross the corridor in opposite directions, thus creating a bi-directional flow.
FIGURE 5 Accuracy of solutions at time $t = 600$ s with different numerical methods and time step sizes/CFL numbers.

FIGURE 6 Typical class specific densities in simulation (coloured areas, purple and yellow) and positions of pedestrians in preprocessed experimental data (red and purple stars), both at time $t = 350$ s.

Experimental data
The data that was gathered from this experiment and is used here, includes positions in both $x$- and $y$-direction every 0.1 seconds, for 7 minutes. The data also includes identification numbers to trace individual pedestrians. We preprocessed the data to extract velocities of individual pedestrians every 0.1 seconds and to assign each pedestrian to a group: group 1 when entering on the left and leaving on the right, group 2 for pedestrians walking in the opposite direction. The preprocessed data shows that the setup resulted in lane formation. Most frequently, there are 2 lanes with pedestrians walking on their right hand side of the corridor. In some situations, there are 1, 3 or 4 lanes (30). A typical situation is shown in Figure 6.

Simulation results
The experimental data is compared to simulation results. These were obtained using a continuum pedestrian flow model (31) and simulation method (32). The simulation was performed for a
TABLE 1 Settings and some results of pedestrian simulation.

<table>
<thead>
<tr>
<th>parameter set</th>
<th>( \beta_u )</th>
<th>( \beta_o )</th>
<th>( N )</th>
<th>resulting lanes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.80</td>
<td>2.30</td>
<td>705</td>
<td>right</td>
</tr>
<tr>
<td>2</td>
<td>0.70</td>
<td>1.36</td>
<td>708</td>
<td>left</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>0.63</td>
<td>707</td>
<td>none</td>
</tr>
<tr>
<td>experimental data</td>
<td>na</td>
<td>na</td>
<td>709</td>
<td>right</td>
</tr>
</tbody>
</table>

corridor of the same width (4 meters) but longer (50 meters). Only the results for the centre 10 meter were used for comparison with the experimental data, see Figure 6.

In the simulation, pedestrians enter from both sides, with inflow demand equal to capacity. Group 1 moves from the left to the right, group 2 moves from right to left. Parameters were chosen to have realistic values: free flow speed is 1.34 m/s and jam density is 5.4 pedestrians/m². However, to compare the accuracy for different simulation results we used three different sets of parameter values for the avoidance of the own group \( (\beta_u) \) and the avoidance of the other group \( (\beta_o) \). For more details about the model and its parameters we refer to (31). We chose the parameter values such that the total number of pedestrians crossing the area would be very similar to those in the experimental data with \( N = 709 \). Furthermore, the parameters were chosen to give clearly distinguishable results, with either two lanes with pedestrians walking on their right hand side of the corridor (set 1) or on their left hand side (set 2), or with no lanes at all (set 3). We did not consider parameter settings resulting in more than two lanes. The settings are summarised in Table 1.

Accuracy
For both the experimental data and the simulation results, the centres of mass are computed and compared. We compute the phase error as in (4), but for both groups separately. For the diffusion error, we apply (8), again for both groups separately. We use the centre of mass of the reference solution \( F_{\text{ref}} \) as in (5) with \( f_n = v_{x,n,u} \) the velocity in \( x \)-direction of the \( n \)-th pedestrian of group \( u \) and with \( N \) the total number of pedestrians of group \( u \). Furthermore, the centre of mass of the test solution \( F_{\text{test}} \) is as in (6) with \( f_i = v_{x,i,u} \) the velocity in \( x \)-direction of group \( u \) in the \( i \)-th cell. Also for the density \( \rho_i \) only pedestrians of group \( u \) are taken into account, i.e. \( \rho_i \) is the number of pedestrians of group \( u \) in cell \( i \). We use the centre of mass in \( x \)-velocity direction instead of in density \( (\rho) \) direction because the density is not straightforward to determine from the experimental data, while the \( x \)-velocity is relatively simple to extract from the position data. Furthermore, it gives better insight into the differences in the results than the speed or \( y \)-velocity, because speed is always positive and in the experimental data close to free flow speed of the experiment (1.34 m/s) and because \( y \)-velocity is mostly close to zero.

We also compared the parameter sets with respect to traditional error measures. To compute the errors, at each time step, the experimental data for each pedestrian was compared with the simulations results at that location. The RMSE of the speed of each group at time \( t \) is defined as:

\[
E_{\text{RMSE},v_{u}}(t) = \sqrt{\frac{\sum_{i \in I} \left[ |v_{u,\text{ref}}(x_i, y_i, t)| - |v_{u,\text{test}}(x_i, y_i, t)| \right]^2}{N_{\text{test}}(t)}} \tag{9}
\]

with \((x_i, y_i, t)\) the position of the \( i \)-th pedestrian in the experimental data at time \( t \), \( u \in \{1, 2\} \) the group, \(|v_{u,\text{ref}}(x_i, y_i, t)|\) its speed, \(|v_{u,\text{test}}(x_i, y_i, t)|\) the speed at this location and time according
to the simulation and \( N_{\text{test}}(t) \) the number of pedestrians in the area at time \( t \) according to the experimental data. The ME of the speed of each group at time \( t \) is defined as:

\[
E_{\text{ME}}|v_u|(t) = \frac{\sum_{i \in I} |v_{u,\text{ref}}(x_i, y_i, t) - v_{u,\text{test}}(x_i, y_i, t)|}{N_{\text{test}}(t)}
\]  

(10)

The RMSE of the velocity in \( x \)-direction is defined as:

\[
E_{\text{RMSE},v_x}(t) = \sqrt{\frac{\sum_{i \in I} [v_{x,\text{ref}}(x_i, y_i, t) - v_{x,\text{test}}(x_i, y_i, t)]^2}{N_{\text{test}}(t)}}
\]  

(11)

with the velocity in \( x \)-direction the weighted average velocity of both groups in the simulation:

\[
v_{x,\text{test}}(x_i, y_i, t) = \frac{\rho_1 v_{x,1} + \rho_2 v_{x,2}}{\rho_1 + \rho_2}
\]  

(12)

The MAE of the velocity in \( x \)-direction is defined as:

\[
E_{\text{MAE},v_x}(t) = \frac{\sum_{i \in I} |v_{x,\text{ref}}(x_i, y_i, t) - v_{x,\text{test}}(x_i, y_i, t)|}{N_{\text{test}}(t)}
\]  

(13)

Results

The errors are shown in Figures 7–9 and Tables 2 and 3. The figures show the development of the errors over time, the table shows the average error over the last 200 seconds. We note that the values of the errors vary largely over time, unlike in the road traffic test case. This shows that we would not be able to draw reasonable conclusions if we would only study the error at one moment in time as we did in the previous case.

### TABLE 2 Errors in the pedestrian simulation, traditional measures

| parameter set | \( E_{\text{RMSE},|v_1|} \) | \( E_{\text{RMSE},|v_2|} \) | \( E_{\text{RMSE},v_x} \) | \( E_{\text{ME},|v_1|} \) | \( E_{\text{ME},|v_2|} \) | \( E_{\text{MAE},v_x} \) |
|---------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1             | 0.066          | 0.070          | 0.31           | -0.028         | -0.046         | 0.73           |
| 2             | 0.065          | 0.069          | 0.54           | -0.030         | -0.049         | 1.86           |
| 3             | 0.065          | 0.068          | 0.34           | -0.027         | -0.046         | 1.27           |

### TABLE 3 Errors in the pedestrian simulation, new measures

<table>
<thead>
<tr>
<th>parameter set</th>
<th>( E_{\text{phase},x_1} )</th>
<th>( E_{\text{phase},x_2} )</th>
<th>( E_{\text{phase},y_1} )</th>
<th>( E_{\text{phase},y_2} )</th>
<th>( E_{\text{diff},v_1} )</th>
<th>( E_{\text{diff},v_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.57</td>
<td>0.64</td>
<td>-0.42</td>
<td>0.19</td>
<td>0.033</td>
<td>0.049</td>
</tr>
<tr>
<td>2</td>
<td>-0.68</td>
<td>0.51</td>
<td>1.27</td>
<td>-1.25</td>
<td>0.032</td>
<td>0.044</td>
</tr>
<tr>
<td>3</td>
<td>-0.45</td>
<td>0.52</td>
<td>0.41</td>
<td>-0.64</td>
<td>0.026</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Most traditional error measures do not discriminate between the parameter sets: the RMSE of the group specific speeds (\( |v_1| \) and \( |v_2| \)) are almost the same for each parameter set. The same holds for the ME of the group specific speeds. The only difference can be found in the velocities in \( x \)-direction, both the RMSE and the MAE show different values for different parameter sets. However, the error is largest if the lanes are swapped (i.e. pedestrians walk on their left hand side
FIGURE 7 Errors using parameter set 1. Red dashed: group 1 (walking from left to right), blue solid: group 2 (walking from right to left), black solid: RMSE of $v_x$, green dashed: MAE of $v_x$.

FIGURE 8 Errors using parameter set 2. Red dashed: group 1 (walking from left to right), blue solid: group 2 (walking from right to left), black solid: RMSE of $v_x$, green dashed: MAE of $v_x$. 
of the corridor, instead of at their right hand side). The difference in RMSE of $v_x$ between set 1 (correct lane formation) and set 3 (no lanes) is small.

The phase errors for both groups in $x$-direction are similar for each parameter set and we do not see any pattern. However, the other new measures do discriminate between the parameter sets. The absolute phase error ($pe$ in $y_1$ and in $y_2$) is largest for parameter set 2, as expected. However, this is combined with a diffusion error of similar size than diffusion errors with the other parameter sets. The diffusion error is small, but clearly largest for set 1 and smallest for set 3.

Discussion
We note that in all simulations, the total number of pedestrians crossing the corridor is (almost) the same as in the experimental data. Therefore, an error measure based on the total flux (such as used by Kretz et al. [9]) would not be able to discriminate between the parameter sets. An other traditional error measure is based on the likelihood of the simulation result [11]. This may be an appropriate approach to estimate parameters. However, it does not give any insight into the type of inaccuracies and how they may be reduced.

The results of the traditional accuracy measures give little insight in the cause of the error and would prefer parameter set 3 over set 2, while in most applications, the lane formation is essential and parameter set 2 would yield better results than set 3. The results for the phase error in $y$-direction are similar to those for the RMSE and MAE of $v_x$. However, the phase error gives insight into the type of error: the location of the lanes is predicted wrongly in set 2. The diffusion error does not add much insight because the speeds both in the experimental data and in the simulation are always close to the free flow speed of 1.34 m/s. Furthermore, in the experiments, three or four lanes were formed in some instances, while in the simulations there are only two. For a test case with more variation in the speeds or with a simulation setting with more lanes, the diffusion error may be able to discriminate between different parameter sets.
DISCUSSION, CONCLUSION AND OUTLOOK

We have introduced two new accuracy measures, phase error and diffusion error. They give better insight in the type of error and take into account specific features of traffic and pedestrian flows. The accuracy measures quantify the error using a method based on the centre of mass of a region with high density or speed. The new accuracy measures are more meaningful in traffic and pedestrian flow applications than traditional methods. Because of their generic formulation, they can be used in a wide range of applications: from the assessment of a data collection method to the quantification of the accuracy of traffic information.

We applied the new accuracy measures to two test cases. In the first case we compared different simulation methods for road traffic flow (one-dimensional), in the second case we compared different parameter settings of a pedestrian flow model. Both cases show that the way the accuracy is defined is important. A good result according to one accuracy measure, may be a bad result according to an other accuracy measure. Furthermore, some accuracy measures fail to discriminate between the different test settings and give similar accuracies independent of the simulation method or parameter set. The new accuracy measures give insight into the type of error by showing, for example, that the phase error is small, while the diffusion error is large. This indicates that, if one wants to increase the accuracy, the model or simulation method should be improved to reduce diffusion.

It is important to note that, especially for the phase error, the interpretation of the error remains important. In some cases (such as while predicting the spill back of a queue until the upstream intersection), a large phase error should be avoided, while in other cases (such as lane formation in bi-directional pedestrian flow) a phase error may only indicate that the lanes are swapped.

The current applications focus on simple problems and networks with different phenomena at different location have not yet been considered. The new accuracy measures could be used as building blocks for an assessment method for accuracy on networks. This can for example be done by splitting the networks into parts and isolating areas with different layout or flow characteristics. Furthermore, we have now explored the applications for one-dimensional road traffic flow and for two-dimensional pedestrian flow. However, the methods may be extended to other applications such as network flows using a Network Fundamental Diagram (33).

An other future research direction is to extend the measures to changes over time. In our current applications, either the error at just one moment was considered, or the average error over a longer period of time. Time could be considered explicitly in the measures by also comparing the centre of mass in time direction. This may especially improve the quantification of the phase error.

Finally, the measures may be extended for heterogeneous flow including for example trucks and passenger cars or different types of pedestrians. In (26) we have developed a method to give trucks a higher weight when computing the centre of mass than passenger cars. This method can be extended to pedestrian flows.
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